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TENTH SYMPOSIUM ON 
TURBULENCE

Sunday, September 21, 1986

7:00-10:00 p.m. Registration and Social Hour, Zeno's Motel and Steak House,
Rolla, Missouri

Monday, September 22, 1986

7:30-8:30 a.m. Late Registration -- Miner Lounge, University Center-East, UMR

8:30 a.m. Symposium Opening -- Centennial Hall-West

8:35 a.m. Welcoming Remarks, Dr. Martin Jischke, Chancellor, UMR

8:45 a.m. Announcements and General Information

Monday (cont.)

'YOHERENCE IN TURBULENCE - Centennial Hall-West Paper
Session Chairman - A.KA. .7- _Tiain Number

Invited Lecturers - Hassan Mahmoud Nagib, Illinois Institute of Technology,
and ann G. Guezennec, The Ohio State University, "On Coherent Large Scale
Structures in Turbulent Boundary Layers and Their Suppression" 1

R. Erbeck and W. Merzkirch, Universit&t Essen, Republic of Germany,
"Speckle Photographic Measurement of Turbulence in an Air Stream With
Fluctuating Temperature" 2

N. Toy and C. Wisby, University of Surrey, Guildford, United Kingdom,
"A Preliminary Investigation of Real-Time Image Analysis of a Visualized
Turbulent Wake" 3

Thomas B. Francis and Joseph Katz, Purdue University, "The Study of the
Flow Structure of Tip Vortices on a Hydrofoil" 4

H. Maekawa, T. Nozaki, M. Tao and S. Yamazaki, Kagoshima University,
Kagoshima, Japan, "Visualized Large-Scale Motions in the Turbulent Wake
Behind a Thin Symmetrical Airfoil" 5

J.T. Kegelman, McDonnell Douglas Research Laboratories, "A Flow-Visualization
Technique for Examining Complex Three-Dimensional Flow Structures" 6

J.T. Kegelman and F.W. Roos, McDonnell Douglas Research Laboratories,
"Spanwise Coherence of Vortical Structures in a Reattaching Turbulent Shear
Layer" 7

C.C. Chu and R.E. Falco, Michigan State University, "A Vortex Ring/Viscous i
Wall Layer Interaction Model of the Turbulence Production Process Near Walls" 8

Stephen K. Robinson, NASA Ames Research Center, "Large-Eddy Detection in a
Supersonic Turbulent Boundary Layer" 9
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Paper
Number

.Charles G. Speziale, Georgia Institute of Technology, "On the
Decomposition of Turbulent Flow Fields for the Analysis of Coherent
Structures" 10

J. Swirydczuk, Polish Academy of Sciences, Gdansk, Poland, "Formation of a
Concentrated Vortex Structure Induced by an interaction of a Single Vortex
with Unsteady Vortex Layer Shedding from an Airfoil" 11

4NUMERICAL SIMULATION AND MODELING - Centennial Hall-West
Session Chairman - M.M. Reischman

/

Invited Lecturers - J.R. Herring, National Center for Atmospheric Research
and Olivier Metais, NCAR, Advanced Program and CNRS, Grenoble, France,
"Numerical and Theoretical Calculations of Stratified Turbulence" 12

V. Eswaran and S.B. Pope, Cornell University, "An Examination of Forcing
in Full Turbulence Simulations" 13

P. Andre, R. Creff and/J. Batina, Universite d'Orleans, Orleans, France,
"A Numerical Investigation of the Turbulent Pulsating Flow in a Pipe" 14

Karam Azab and John B. McLaughlin, Clarkson University, "Numerical
Simulation of the Viscous Wall Region" 15

F.F. Grinstein, Berkeley Research Associates, E.S. Oran and J.P. Boris,
U.S. Naval Research Laboratory, and A.K.M.F. Hussain, University of Houston,
"Numerical Study of the Mean Static Pressure Field of an Axisymmetric
Free Jet" 16

L. Shtilman, City College of the City University of New York, R.B. Pelz,
Rutgers University, A. Tsinober, Tel Aviv University, Tel Aviv, Israel,
"Numerical Investigation of Helicity in Turbulent Flow" 17

Steven Keleti and X B Reed, Jr., University of Missouri-Rolla, "Spectral
Properties of Exact Random Solutions to Burgers' Equation for Modified
Thomas Initial Conditions" 18

Tuesday, September 23, 1986
'1
STABILITY, TRANSITION AND DEVELOPMENT,-! Centennial Hall-West
Session Chairman - R.J. Hansen-_

Invited Lecturer - W.S. Saric, Arizona State University, "Boundary Layer
Transition to Turbulence: The Last Five Years" 19

F.O. Thomas and K.M. Prakash, Oklahoma State University, "An Experimental
Investigation of a Global Resonance Mechanism in the Two-Dimensional
Turbulcnt Jet" 20

Beatrice Martinet and Ronald J. Adrian, University of Illinois at Urbana-
Champaign, "Rayleigh-Benard Convection: Experimental Study of the Oscillatory
Ins tabi I i ty" 21
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/ Paper
Number/

s R.W. Miksad, R.S. Solis and E.J. Powers, The University of Texas at
!Austin, "Experiments on the Influence of Mean Flow Unsteadiness on the
,Laminar-Turbulent Transition of a Wake" 22

toncurrent Sessions

NOVEL EXPERIMENTAL APPROACHES - Centennial Hall-West
Session Chairman - W.G. Tiederan

J.P. Giovanangeli, Institut de Mec~nique Statistique de la Turbulence,
Marseille, France, "A New Method fpr Measuring in Stream Small Scale Static
Pressure Fluctuations with Applicaytion to Wind-Wave Interactions" 23

Christopher Landreth and Ronald J. Adrian, University of Tllinois at
Urbana-Champaign, "Double Pulsed Laser Velocimeter with Directional
Resolution for Complex Flows" 25

L.G. Ozimek and R.S. Azad, The University of Manitoba, Manitoba, Canada,
"A Comparison of Analog and, Digital Systems of Measurements of Turbulence
Parameters" 27* /i

H. Branover and S. Sukoriansky, Ben-Gurion University of the Negev,
Beer-Sheva, Israel,,Flows with Strongly Anisotropic Turbulence-Dynamic
and Heat Transfer/Aspects" 29

/
loannis C. Lekdkis, Ronald J. Adrian and Barclay G. Jones, University of
Illinois at7Urbana-Champaign, "Time Delay Correlations of the Reynolds-Stress
Tensor in Turbulent Pipe Flow" 31

A. Tsinober, E. Kit, and M. Teitel, Tel Aviv University, Tel Aviv, Israel,
"Electromagnetic Methods of Turbulence Measurements: Shortcomings and
Advantages" 33

C.B. Reed, B.F. Picologlou, P.V. Dauzvardis and J.L. Bailey, Argonne
!National Laboratory, "Techniques for Measurement of Velocity in Liquid-Metal

7 Flows" 35

COMPLEX TURBULENT FLOWS WITH WALL EFFECTS Mark Twain Room
* Session Chairman - David Stock -:

Shiki Okamoto, Shibaura Institute of Technology, Tokyo, Japan, "Experimental
Study of Mutual Interference Between Two Spheres Placed on Plane Boundary" 24

N. Toy and T.A. Fox, University of Surrey, Guildford, United Kingdom, "The
0 Generation of Turbulence from Displaced Cross-Members in Uniform Flow" 26

Paul Dawson, Brian Lamb, Daniel Martin, and David Stock, Washington State
University, "Modeling of Exhaust Fume Concentrations Near Buildings" 28

Essam Eldin Khalil, Cairo University, Cairo, Egypt, "Numerical Computations
of Flow Patterns in Aluminum Reduction Cells" 30

Barry Gilbert, Grumman Corporate Research Center, "Turbulence Measurements
in a Flow Generated by the Collision of Radially Flowing Wall Jets" 32

* ,



Paper
Number

S J.M.M. Barata, D.F.G. Durao and M.V. Heitor, Instituto Superior Tecnico,
'Lisboa, Portugal, "Experimental and Numerical Study on the Aerodynamics of
,Jets in Ground Effect" 34
i
Richard D. Gould, Warren H. Stevenson and H. Doyle Thompson, Purdue
University, "Experimental and Computational Investigation of Turbulent

ansport in an Axisymmetric Sudden Expansion" 36

CONFINED TURBULENT FLOWS.-I Centennial Hall-West
Session Chairman - Barcla J. Jones

M.M.A. Khalifa and A.C. Trupp, University of Manitoba, Manitoba, Canada,
"Measurements of Fully Developed Turbulent Flow in a Trapezoidal Duct" 37

A.M. El-Kersh, Minia University, Minia, Egypt, and A.H. El-Gammal,
Alexandria University, Alexandria, Egypt, "A Lag-Entrainment Method for the
Prediction of a Turbulent Boundary Layer in an Annular Diffuser with
Swirled Flow" 39

0. Turan, R.S. Azad, and SIZ. Kassab, " University of Manitoba, Manitoba,
Canada, "Evaluation of kI  SpecLral Law in Three Wall-Bounded Flows" 41

J.C. Lai, University of New South Wales, Duntroon, Australia, and
K.J. Bullock, University of Queensland, St. Lucia, Australia, "Distribution
of Convection Velocities and Lifetimes of Turbulence Structures in Fully
Developed Pipe Flow" 43

iREE SHEAR TURBULENCE - Mark Twain Room .
Session Chairman - R.(J.-Adri-a -.

R.D. Mehta and J.H. Bell, Stanford University,O. Inoue and L.S. King, NASA
Ames Research Center, "Experimental and Computational Studies of Plane Mixing
Layers" 38

D.F.G. Durao, M.V. Heitor and J.C.F. Pereira, Instituto Superior Tecnico,
Lisboa, Portugal, "The Turbulent and Periodic Flows Behind a Squared Obstacle" 40

C.A. Thompson, N.G. Fico and F. Costa Filho, Instituto Militar De Engenharia,
Rio de Janeior, Brazil, "Circular Jets: Effects of Sinusoidal Forcing and
Strouhal Number" 42

C.A. Thompson, N.G. Fico and F. Costa Filho, Instituto Militar De Engenharia,
Rio de Janeiro, Brazil, "Hot-Wire Measurements on a Plane Turbulent Jet" 44

Return to Single Session

DRAG REDUCTION - Centennial Hall-West
Session Chairman - J.L. Zakin

0 Mark T. Coughran, David G. Bogard, and Choon L. Gan, Univerity of Texas,
"An Experimental Study of the Burst Structure in a LEBU-Modified Boundary
Layer" 45

4
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Paper
Number

B. Frings, University of Dortmund, Republic of Germany, "Heterogeneous
Drag REduction in Turbulent Pipe Flows Using Various Injection Techniques" 46

S.M. Penix and C.A. Petty, Michigan State University, "A Mechanism for
Drag Reduction Based on Stress Relaxation" 47

'Wednesday, September 24, 1986

URBULENT TRANSPORT, INCLUDING CHEMICAL REACTION - Centennial Hall-West
Session Chairman - R.S. Brodkey 2 ' .._

Invited Lecturer - Carl H. Gibson, University of California at San Diego
and Scripps Institute of Oceanogratphy, "Turbulent Mixing by the Rate-of-Strain" 48

R.W. Claus, NASA Lewis Research Center, "Direct Numerical Simulation of a Forced,
Chemically Reacting, Mixing Layer" 49

J. Picart and R. Borghi, CNRS, Mont-Saint-Aignan, France and J.P. Chollet,
CNRS, Saint-Maitin D'Heres, France, "Numerical Simulation of Turbulent
Reactive Flows" 50

S T. Lookman and P. Sullivan, University of Western Ontario, Ontario, Canada,
"A Numerical Experiment on the Dilution of a Contaminant Cloud" 51

T.H. Chen, A.J. Lightman, W.J. Schmoll and P.P. Yaney, University of
Dayton, "Simultaneous Two-Dimensional Velocity and Concentration Measurements
in Jet Flows" 52

A. Cenedese, Universita' degli Studi di Roma "La Sapienze", Rome, Italy,
L. Accardo and R. Milone, Centro Esperienze Idrodianamiche della Marina
Militare, Rome, Italy, "Fluid-Dynamic Field Near a Propeller" 53

Rajan Menon, TSI Incorporated, "Phase-Averaged Measurements Using a
3-Component LDV System" 54

R.M. Privette, W.G. Tiederman and W.M. Phillips, Purdue University, "Cycle-
to-Cycle Variation Effects on Turbulent Shear Stress Measurements in
Pulsatile Flow" 55

R. Creff and P. Andre, Universite d'Orleans, Orleans, France, "Experimental
Study of a Periodic Reverse Current in a Pulsed Turbulent Flow" 56

H. Wu and G.K. Patterson, University of Arizona, "Distribution of Turbulence
Energy Dissipation Rates in a Rushton Turbine Stirred Mixer" 57

bi
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NASA Technical Memorandum 88896

Direct Numerical Simulations of a
Temporally Evolving Mixing Layer
Subject to Forcing

Russell W. Claus
Lewis Research Center
Cleveland, Ohio

Prepared for the
10th Symposium on Turbulence
cosponsored by the Office of Naval Research
and the University of Missouri-Rolla
Rolla, Missouri, September 22-24, 1986
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Session I measuring volume of a LDA. The high-r

the velocity, the shorter must be the

R. ERBECK AND W. MERZKIRCH, UNIVERSITAT light pulse generating the sheet, and

ESSEN, REPUBLIC OF GEFMANY the lower is the available intensity

Patterson. University of Arizona: As in scattered from tracers in the sheet.

single beam holography, can speckle The low sensitivity of ordinary

photography focus on narrow x-y planes photographic material at the wavelength

normal to the beam? emitted by a ruby laser is adding to

A-5 - this limitation.

It should be pointed out, that the

subject of my paper is not speckle

- r1 velocimetry from tracers, but

measurement of' density by means of' a
speckle method.

Morzkireh: Yes. whea it is applied for
N. TOY AND C. WISBY, UNIVERSITY OF

measuring v in a flow that has SURREY

been seeded with tracer particles.

In my presentation, speckle photography ussain, University of Houston:

was applied for measuring density Sufficiently far from the point of

fluctuations in a flow without tracers. introduction of smoke, the smoke

The light beam is transmitted through boundary has little to do with the local

the flow and it integrates all the vertical flow boundary or local coherent

information along its path. We have structures. Thus, you can say little

shown how this information can be about the structure from smoke pictures.

disintegrated in the case of isotropic Flow visualization is extremely helpful
when supplementing quantitative data but

turbulence. It is not possible to
can be extremely misleading.

obtain information with a light sheet
(no scatterersl). Toy: The limitations of smoke flow

visualization have been appreciatel forHusaan. University of Houston: I know

many years and extreme caution must be
that speckle velooimstry is rather excercised when attempting to obtain
promising under 3000 oiraulstanoes, quantitative information from thisCould yOU indicate when it is sO. Also. technique. It is proposed that a direct_ could you please comnt on its

comparison of the considered flow case
limitations. vis-a-vis other measurement

technquesbe undertaken in the future usingtechniques?
established measurement techniques inMerzkirch: Speckle velocimetry is a
order to appreciate more fully the

promising technique when the aim is to

correlation between the obtained
measure two velocity components in one

otatistics.
plane simultaneously for one particular

instant of time. and when the velocities Bro Ohio State University: What

are the effects of velocity and scana' -e rot too high. The latter
rate on blurring?

limitation, probably the most severe at Wisby: Standard vidicon technology

this time, results from intensity
causes the image to be integrated overproblems. The intensity per unit area

in a laser light sheet is much lower

than the intensity concentrated in the (ignoring blanking periods and assuming

50 Hz video rate), causing a 'blur'

1.



phenomenon. In order to examine this unfortunately, there is an error in the

effect, a snap-shot solid-state CCD formula for D/C. The coefficicnt 0.9

camera has been emplcyed that allows should be replaced by 0.9/24.

variable integration periods of between

1-20 ma while maintaining standard video

output rates.

Nazib, Illinois Institute of Technolov:

How will you account for smoke and light

intensity variations in the quantitative

utilization of the image intensity

exercises you indicated as extensions in

future work?

Wiby Work is presently being
undertaken to investigate the extent to

which variations in injected smoke

H. MAEKAWA, T. NOZAKI, M. TAO AND 3.
volumes and associated physical YAMAZAKI, KAGOSHIMA UNIVERSITY
injection details can affect

consequential variations in the Hussain. University of Houston:

registered light intensity (a) 1 assume that the self-preserving

distributions. As a preliminary region of a plane wake of a circular

investigation, the light intensity cylinder would not be different frou the

distributions are being interpreted on a self-preserving region of a airfoil or a

purely relative basis with regard to flat plate. If that is so, then the

individual experiments, cylinder wake does not start with the

double ring 4tructure that Kobashi and

THOMAS B. FRANCTS ANT JOSEPH KATZ, Ichijo have recommended. How then will
PUIRDUIF UJNIVERSINTTY the structure that you recommend for a

Rabi Mehta. Stanford University: wake develop in the case of the cylinder

Secondary vortices are generated near wake?

the wing surface due to the induced (b) You are probably aware of the wake

velocities (by the main vortex) on the structure study of Hayakawa recently

sheet of oppoalte signed vorticity- completed at University of Houston. The

necessary to satisfy the no-slip far field structure found by him in a

condition in the cross-flow plane. How cylinder wake is ratner different from

do you define the vortex diameter--how that proposed by you.

is it measured from the photographs? Maekawa: In the case of the turbulent

K : D is _ the diameter of the wake behind an airfoil, 3-D coherent

core, but a characteristic vortex size. structure already exists just behind the

It can be defined as the diameter of the trailing edge. I assume that they will

apace created by the streamline be aligned wavily in the spanwise

(actually a projection of the direction, in the case of the cylinder

streamline) that makes a complete loop. wake, and make the 2-dimensional

It was measured on the TV monitor's vorticity concentrations that you and

screen. Future work with injected Dr. Hayakawa found in the self-

particles will determine the core preserving region of a cylinder wake.

diameter, the diameter based on the

traces with the highest speed. Note,

.2.



J.T. KEGELHAI AND F.W. ROOS, McDONNELL P. BUCHHAVE, LDA TECH. (DANTEC)

DOUGLAS RESEARCH LABORATORIES Mehta. Stanford Uuiversitv: How do you

Hussain. University of Houston: deal with the apparent coincidence

Comen: The apparent up and down problem in 3-D systems and keep the

bouncing of the mixing layer boundary as probe volume down to a reasonable size

revealed by your visualization, may not (necessary for 3-D)? Do you have any 3-

indicate flapping of the mixing layer. D (simultaneous) mcasurecenL which can

It may be due to passage of large-scale be validated through comparison with

structures connected by ribs. That is, theory or other measurement technique

the mixing layer thickness at the ribs (say, a cross-wire)?

is much lower than at the rolls. Buchhave: We use off-axis detection by

Furthermore, no flow facility can be combining two optical units. One acts

built disturbance-free. Typically, as a transmitter of blue and receiver of

facilities include resonant acoustic green, whereas the other acts as

modes (the only way to establish that receiver of blue and transmitter of

the modes are weak is to show free- green. The resulting measuring volume

stream velocity spectrum). Even when is small, s/n is improved, and particles

the fluctuation level is small, the are detected within the same neasurement

energy may be concentrated in narrow volume for blue and green beams.

bands. Only small peaks in a receptive Thompson, Military institute of

or 'dangerous' frequency range can Engineering. How do you handle seeding

trigger instability. In the presence of a free jet with an L.D.A. system?

even a small disturbance, a shear layer Buchhave: You have to seed the entire

roll up may be organized spanwise. This room.

organization can even be augmented due Carl Gibson. Scripps. Inst.: Are there

to feedback in situations such as any advantages to using fiber optics in

reattaching shear layers, as you have LDA's? What are the disadvantages?

studied. We have seen in a direct Buchhave: Advantages are ability to

nut;eical simulation of mixing layers access areas inaccessible to normal

(Metcalfe, et &1. 1985) that the mixing LDA's, easier traversing, and using an

layer structures are not at all optical link from the laser to the fiber

organized spanwise, contrary to the optic head, you can place the laser

results of Browand and Troutt. In their further away from the measurement.

case, the strong spanwise contortions

within the large-scale structures in the OF TECHNOLOGY

plane mixing layer (established by
Hansen. NRL: You make the point that

multi-wire vorticity map data in our

laboratory) are smoothed out because the helicity is not Galilean invariant.

their data are taken not with vorticity Recent calculations of this quantity

probes, but with single wires in the (Pelz. et al. 19R5) zuggest that this

potential flow outside the mixing layer. quantity is very small in turbulent
shear flows. Would you comment further

Even a slight amount of spanwise forcing on the validity of this finding.

introduced in the numerical simulation Soeziale: In my opinion, no direct

(which shows large-scale structures correlation can be established between

without spanwise coherence) induces the helicity density X. and turbulence

spanwise coher.&,ce from the start, activity in general turbulent shear

6 11 111 11 11,1 1 111 11 1 1, 1 1
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flows since it is not Galilean density u..2,--a suggestion made by

invariant. This lack of invariance I1offatt and by Tsinober and Levich.

allows for a situation where there can However, the association of coherent

be arbitrarily different fluctuations in structures with high helicity is based

the helicity density for a given set of on the expectation that coherent

turbulence statistics (see Speziale, structures are indeed long-lived. Even

Quart. ApD1. Math., in press, for more though most researchers believe that

details). This measure of local coherent structures have long life-

helicity may be of some use in the times, we have long contended otherwise,

analysis of homogeneous, isotropic i.e. their life-time is of the order of

turbulence which has a preferred their turnover time.

reference frame (namely. the frame in The claim of Tsinober and Levich that

which the mean velocity vanishes), coherent st'ructures are helical was

Powever, general turbulent shear flows countered by my stating that the

have no preferred reference frame (the spanwise roll in the plane mix:ng layer

problem of turbulent Couette flow and the toroidal structure in the near

!iscussed in my presentation serves as a field of an axisymmetric jet have lso

helicity. They have then countered bygood example of this fact), and hence
the claim that all three-dimensional

the lack of Galilean invariance structures are helical. Clearly this is
constitutes a serious deficiency. 

If a
always true as it is impossible to

direct correlation is to 
be established

conceive of a three-dimensional vorticalbetween helicity and such turbulence
structure in a flaw which is helicity

activity as coherent structures 
and

free.
small scale intermittency, it will have~Jack Herrin2. NCAR: Isn't the reason

to be based on some alternative measure
olarge helicity (density) may be expectedJ of local helicity that is properly

to be associated with a coherent
Invariant (the coherent helicity

discussed in my paper may be of some use 
structure is that regions where it is

large have (relatively) small forcingin this regard).
Hussain, University of Houston: This is [u x (7 x u)], and so would last longer

an additional response to the question than regions where it is small?

by R.J. Hansen to Speziale in re Si/_iale: It is not strictly true that

helicity. regions of low dissipation (retarded

That helicity can be related to energy cascade) are assocaiated with

dissipation is a direct consequence of high helicity. In fact, only the
simplesolenoidal part of u x o contributes to

u.-I2 2 2 .x 212 the energy cascade. Low magnitudes of

which is equivalent to the trigonometric the solenoidal part of u x w can be

identity, associated with either high or low

Cos2 + sin20 = I helicity. Therefore, there is no direct

and the fact that u x w is the nonlinear correlation between local helicity and

term in the Navier-Stokes equation which the energy cascade. Consequently,

is responsible for energy cascade, and arguments concerning the connection

thus creation of smaller scales and also between high helicity and long-lived

dissipation. Thus, domains of high turbulence structures are unrigorous.

dissipation can be assumed to be

different from domains of high helicity

1A*.
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Session II V. ESWARAN AND S.B. POPE, CORNELL
UNIVERSITY

J.P. FERRINIG, NATIONAL CENTER FOR Russ Claus, NASA Lewis: The order of
ATCO4OSPHERIC RESEARCH your time-stepping and wave number

Carl Gibson. ScriPPS. Inst.: It would truncation can affect the stability of

be interesting to know the hydrodynamic your results. What order accuracy is

state of the temperature field during the time-stepping and what form (if any)

the course of your numerical simulation of truncation was used. Can you comment

using a hydrodynamic phase diagram, that on the effects of these parameters?

is, a normalized Froude number versus Ewaran: The tlme-stepping was done by

normalized Reynolds' number plot (Gibson a second-order Runge-Kutte scheme. The

1986 JFM). highest wave number (cut off) was

2 1/2 NkO , where N is the number of nodes
3

-- "on one side of the computational cube,
-3 and k is the lowest non-zero wave

40 number. The ratio of the cut off wave

number to k will affect the spatial0

" e '"M resolution of the grid. However, if the
_flow is well-resolved, this ratio should

4(F ') not affect the numerical stability.

Although no value of the critical

Courant number has been theoretically

0e V_ predicted for our scheme, I would expect

C - that an increased order of the time-

stepping procedure would increase the
C F =25vN-2 numerical stability of the computations.

L ( 1/,/2 Victor Goldschmidt. Purdue University:

1/2 Did you vary the distribution over wave
L = (E /N1) 1.6 L number of the forcing function? (If

at beginning of not, what guarantee do we have that the
fossilization

high wave number quantities were not
L, = -:ayi.. l cve turrl dependent on the forcing parameters?)

:+a -Thovle -cale. Eswaran: No, we did not vary the

Herring: At present we have not distribution of the forcing function.

"assembled from the numerical runs all However, the energy input rate at each

the information needed to place our wave number was usually different (as it

,;xperiments on your diagram. For the also depended on the Fourier modes of

runs described in my talk, the Froude the velocity). We intend to study the

number ranged from 0.8 (the least stable effect of forcing different numbers of

flow) down to 0.1 (the most stable nodes. I would expect that the results

case). The value of the Reynolds' will anot be substantially different. We

number (R ) is about 30. but remember we varied the forcing parameters over a
4

apply a hyperviscosity (V ) to keep large range without detecting

small scales under control. This also significant differences in the high

complicates the evaluation or e f wave-number quantities (at the same

Reynolds' number). The results strongly

I.
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suggest that these quantities are very that the ae dimensionless quantity may

insensitive to the low-wave number relate the overall behavior of

forcing. oscillating flows: the numerical

Jack Herring. NCAR: Could you comment analysis devoted to steady and unsteady

on why your computed skewness decreases (forced) quantities and experiments on

as R increase, turbulent intensity, shear stress, etc.

Eswaran: The physical relevance of the in an oscillating boundary layer show

skewnesss S and S are explained in that there is a range of possible values
u G 1 75

Kerr (1983). We chose these quantities for 0/Re with which oscillating

to give us a basis of comparison for our flows may not be considered as quasi-

results with Kerr's. The results were steady; in this case they may display an

substantially the same. interaction between the natural

turbulence and the forced modulation in

P. ANDRE, R. CREFF AND J. BATINA, so far as they are not quasi-steady.
UNIVERSITE d' ORLEANS 2) The predictions agree, at least

Jack Hansen. NRL: 1) Could you explain qualitively, with existing experiments

further the 3-order of magnitude dealing with dynamic phenomena only

discrepancy in your numerically (O)I [19761); more precisely:

concluded quasi-steady condition i) the annular effect and the tendency

(C/Re 
1 75

) and that in experiments? of the peak amplitude position to

2) How do your predictions of velocity approach the wall as the frequency

profiles etc., compare with existing increases,

experiments? ii) the phase velocity behavior along

Andre: 1) The first shown order of the tube radius vs the frequency

magnitude for the factor fl/Re
1 75 iii) the similarity of steady and

1.75 -7
namely f/Re < 5.6 x 10 , comes from unsteady velocity profiles when

the comparison of the steady velocity approaching the quasi-steadiness.

profile and the unsteady velocity As long as the boundary conditions are

amplitude profile as computed with the the same and identical values for Re and

model. If the relative difference a are maintained, good agreement with

between those two distributions does not experiments is expected. This was done

exceed 1%, it is. apriori, proposed as by OHMI using, for the theoretical

a criterion that the flow may be stated approach, a several region model for the

as quasi-steady. An almost identical eddy diffusivity instead of a mixing-

criterion was proposed by Ohmi et al. length model as in the pres.nt case.

(1978). On the other hand, there are no

From several experiments undertaken in available experimental results about the

boundary layer flows subjected to unsteady thermal fluid field in

oscillations, it appears that the oscillating flows and this is what we

* different criteria given by authors to will achieve in the near future.

depict the quasi-steadiness of the flow Husmain. University of Houston: It was

can also be expressed as quantitative my understanding that a large number ofvalus fr te fatorOI~ 1.75

values for the factor ae studies of pulsation of turbulent

Unfortunately, there is a discrepancy boundary layers and pipe flows showed no

between those different values and the effect of pulsation on time-average

one suggested from the results of the measures of tho mean and rms turbulent

oodel. Therefore, it is interesting

0it



velocity profiles. It seems that your general behavior) of forced quentitie,,

results suggest otherwise. Could you (numerical model) and to state th.

please explain and delineate what is interaction between oscillations and the

new? boundary layer (experiwents).

Anti: The important result brought up Finally, would it be not the one and

by MIZUSHINA (1978) is that, qnrl one criterion helpful in qualifyin.the dynamics of oscillating fbows?
effectively, for a certain range of the

forced modulation frequency, no change KARAM AZAB AND JOHN B. McLAUGIILTN,

is observed on the mean velocity profile CLARKSON UNIVERSITY

as well as on the rms turbulent velocity Wm. Tiederman. Purdue University: What

distribution. But, he has shown also is the upper limit for your integration,
that ther e;ists a preferred value of with respect to time when you calculate
the frequency for which a sort of average values? If the bursting period
resonance appears between the forced is an appropriate time-scale for the

modulation and the bursting process; at wall region, then T+)200(90) 18,000.
the same time, the rms turbulence Since your only mechanism for
intensity profiles show important (non interaction is the mean profile, I would

negligible) departures from classical expect poor correspondence in calculated
rs profiles. Moreover, since and measured uv levels. Have you made
MIZUSHINA's experiments, several works this comparison?

dealing with purely dynamic phenomena in McLaushin: We have integrated fov

oscillating flows and/or transport T :2000. We compute averages over x and
properties, have confirmed, directly or z as well as time in an effort to
indirectly, the existence of preferred improve statistics. We find reasonably

values for the frequency combined with good agreement with experiment for the

the Reynolds' number value which may Reynolds' stress and the production of

affect the normal or classical turbulent kinetic energy.
distributions [see, for instance, C. Petty. Hichian State University:
RA' ASRIAN and TU, JFM, (1979); Binder 1) Have you gained any insight about
(1985) .... J. what terms in the Navier-Stokes

From the proposed model it appears that equations are important in the viscous

the same dimenionless quantity, namely sublayer? A comparison with Sternberg's
1.75D/Re , may help to predict: earlier hypothesis would be interesting.

i) the quasi-steadiness of the flow 2) Did you study the temporal structure

ii) the possible combination of 0 and Re the flow?

values leading to non-negligible, purely 3) What was the correlation coeffici-rit

unsteady effects between two opposite for the Reynolds' stress?

limits: quasi-steadiness for small McLaughlin: 1) We haven't attempted to

frequencies and large Re, or small obtain that information, but we shall
unsteady amplitudes for large consider it.

frequencies and relatively small Re. 2) We have obtained frequency spectra of

The criteria proposed from recent the spatial Fourier components of the

experiments relative to point i) may be flow corresponding to the wavel
re-expressed as functions of 0/Re measured by Morrison, 9uliock, and

Finally, the eaw quantity (Q/Re I 75 ) Kronauer. and we obtained good aCreement

can help to state the amplitude (and with their phase velocity, based on the

7



frequency for which our spectrum reaches implicit version of the model suitable

a maximum. However, the spectra were for incompressible fluids and hope to be
very broad, able to do these comparisons in the near

3) We haven't computed the Reynolds' future.

stress coefficient.

Brodke-. Ohio State University: It L. SHTIMAN, CITY COLLEGE OF THE CITY
UNIVERSITY OF NEW YORK

would seem that the cyclic b.c. is the

cause of the 15Tj unsteady initial R. Adrian. University of Illi-toos: The

contribution and the final deviation, plots of P(ose) vs 0 look much like the

Did you use longer (or could you), x result you would expect if e were a

values? random variable uniformly distributed

McLau-hlin: We h.aven't attempted to use between (-,,). What do the results

lareer periodicity lengths becruse we look like for P(e)?

are currently limited by the size and Shan: The peaks at ±I were observed

speed of the miniconputer on which the for PM too, but in 3-d the measure of
calculations were performed. It should isotropy of the angle between velocity

be possible to make runs with larger and vorticity is rose and not 0.

periodicity lengths on a supercomputer. Indeed, the elementary solid angle

Hussai.n. University of Houston: It is between these vectors dQ - d(cosQ)

unlike the 2-d case.
worthwhile to note that while Laufer's

pipe dct.a az'o un:uestionably reliable. Speziale- Georgia Insit-te of
I32lo2Iy: You used the results of

there are serious doubts regarding hiogy Yuusdterulsfther ar seiou douts egain 6 your direct sirnulation" of isotropic

Laufer's channel data. It seems that
turbulence, where the .,referred

his flow was not fully developed 
at the

orientation of velocity parallel to
measurement location.

vorticity (and, hence the existence of

F.F. CRINSTEIN, BERKELEY RESEARCH large helicity density) are accompanied
ASSOCIATES by low dissipation, to draw general

V. Gold3Chmidt. P'due Univergsity: You conclusions. However, for a two-

compare predictions of momentum flux dimensional turbulence (which can be

variations at exit velocities of 200M/s approached by ja turbulent flow in a

to data for much lower exit velocities, rapidly rotating framework sufficiently

Have you tried to run your model for far from solid boundaries) the helicity

incompressible flows? density is small while the dissipation

Grinstei : Our present numerical model rate is also small due to spectral
(involving an explicit solver) was blocking. Consequently, how can you

tailored for compressible calculations, claim that there is a direct correlation

In the incompressible limit the between the helicity density and the

time steps dictated by the Courant dissipation?

condition for numerical stability are Shtllm: Rapidly rotating fluid is not

unreasonably small from the physical exactly two-dimensional flow and the

point of new. Because of this, product of vertical velocity by a very

calculations at the nozzle exit large vorticity is not small.

velocities of the experiments were

inefficient and extremely expensive at

this stage, and therefore they were not

attempted. We are presently testing an

119- d
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STEVEN KELETI AND X B REED, JR.. that tn many applications this gives
UNIVERSITY OF MISSOURI-ROLLA good performance. The application of a

Gibson. Scrip2l : It would be simple cosine window gave results with
interesting to see your Kolmogoroff no appreciable difference, suggesting
normalized spectra compared to universal that the results we presented are not

forms for 3D turbulence. sensitive to window choice. In order to
Reed: That's a good idea. We will take smooth the coherence spectra we used

a look at that. ensemble averaging over approximately
Miksad, UnIversity of Texas: The 200 samples. The coherence spectra were
nonlinear advective term in Burgers' computed digitally with standard FFT

equation, when transformed, yields a techniques.

term where any two wave numbers which R.W. MIKSAD, R.S. SOLIS AND E.J. POWERS.
THE UNIVERSITY OF TEXAS AT AUSTIN

sum or difference to k can potentially
transfer energy to the k wave number as Thomas. Oklahoma State University:

time progresses. How did you handle Three part question: i) Are the

this term? Was your procedure 'exact'? bicoherence and complex digital
Ree: Yes, it was an exact solution, 30 demodulation techniques restricted to

that spectral transfer was computed from streamwise locations where the flow is
the exact solution. No attempt was made 'orderly', and if so, in what respect?
to obtain contributions to one wave 2) Were the bicoherence measurements

number band. (k, k + Ak) from other ensemble averaged? and

bands. Consequently, detailed 3) What do you consider to be sufficient
comparisons with, e.g.. direct- frequency resolution for such

interaction calculations were not made. measurements?

miLkad: 1) The answer is twofold.Session III
nBicoherence 

spectra are best suited for

regions of flow where you have some
F.O. THOMAS AND K.M. PRAKASH, OKLAHOMA randomness (turbulent or quasi-turbulent
STATE UNIVERSITY

flow). When the flow is orderly, you
Hussain, UniversitX of Houo: One have to do averaging over an ensemble.~perhaps needs to be careful about
pYou 

are looking for a statistically
talking about potential cores which is a meaningful phase coherence between three

time-mean, and almost useless, concept spectral components. The phases of
when one is dealing with instantaneous three coupled modes always sum to the
flow dynamics including vortex pairing, same value ('null out'). Just because
Instantaneously, the jet core fluid three such null out at an instant in

remains potential for a much longer time, however, thac does not guarantee
distance than is apparent from that is the true value for all times,

centerline time-mean data. and an ensemble average must be carried
X B Reed. Jr.. University of Missouri- out in order to establish the coherence
Roll&: Spectral coherence measurements between the phases. Digital complex
are typically 'ragged'. Did you demodulation is complementary to this
'window' your spectral coherence and is most suited for orderly flows.

measurements? If so, with which one(s) Complex demodulation is equivalent to
and why? If not, why? the old technique of heterodyning in

Th9ou: In our coherence measurements radio receivers. The idea is to
we employed a Manning window. We found identify the center frequency (one must

'l
I



0

tell the technique what to look for) and Piersol, Random Data: Analysis and

then determine variations of phase and Measurement Procedures, Wiley-

amplitude modulation. But in a jittery Interscience, 1971. A. Papoulis,

flow, the carrier frequency cannot be Probability Random Variables. and

identified very well and the technique Stochastic Processes, 2nd edition,

gives a sort of 'fuzzy' output. When McGraw-Hill (1984)).

nonlinear 3-wave interactions occur, and For further exposition on these matters,

one of the waves is very low frequency, see R.V. Miksad, F.L. Jones, C.P. Ritz,

then when it interacts back with high and E.J. Powers, ''The rate of nonlinear

frequency modes, it produces sum and wave-wave interactions in laminar-

difference frequencies (side bands to turbulent transition'' Archives of

carrier frequency). The side band Mechanics, in press, probably Dec. '87

structure in the frequency domain is the publication date.

spectral signature of a wave whose

amplitude and phase are modulated in the Session IV

time domain. You can look at nonlinear J.P. GIOVANANGELZ, INSTITUT de MECANIQUE

interactions with either bicoherence STATISTIQUE de la TURBULENCE

techniques or demodulation techniques. Khalifa. University of Manitoba: How do

When you use the latter, you are looking you calibrate the ring around the pitot

at behavior in the time domain, when the tube.

former, you are looking at nonlinear Goagggn.±: The same way that we

interactions in the frequency domain, calibrate the hot wire.

Bicoherence thus yields useful

information at virtually all stages,
C. LANDRETH AND R.J. ADRIAN, UNIVERSITY

whereas demodulation loses its utility OF ILLINOIS AT URBANA-CHAMPAIGN

rapidly as jitter enters.
R. J, Hansen. Naval Research Laboratory:2) Yes. That's the key to whole

WLat is the difference between mean
process.

3) The answer is complicated. It square estimation and Lumley's

depends on whether the dominant orthogonal decomposition? The equations
look similar.

Interaction involves the production 
of

high frequency (sum modes) or low Adrian: The intent of mean square

estimation is to estimate the state of
frequency (difference modes). If it is

the fluid around a point where the sta~ehigh frequency (producing, say,

harmonics), then you don't need 
so great

a record length. If the interaction provides a picture of the large scale

scheme involves low frequency modes structure that occurs in a volume on

interacting with high frequency modes, order of several integral scales in

then you have a problem. You must take dimension. It provides a means of

longer records in order to resolve low interpreting 2-point spatial

frequency fluctuations; the usual correlations in terms of vector fields.

limitation is then the data acquisition By itself, orthogonal decomposition (the

system. In a real flow, you have both Karhunen-Loeve expanaion) determines a

sum and difference modes and these are set of deterministic orthogonal

the 'black art' sorts of questions of functions that best represent the random

signal analysis, (J.S. Bendat and A.G. process in the sense of rapid

convergence. The eigenfunotions do not

U'.



necessarily look like coherent images do not overlap on the PLV

structures. For example, in homogeneous photograph, which would result in the

turbulence, the eigenfunctions are Just formation of speckle.

the set of complex exponentials. (b) This technique can be used up to 500

Randomness in the orthogonal M/sec, and they used 2 1/2 J/Pulse

decomposition is relegated to the Pulsed Ruby Laser.

Fourier coefficients in the expansion.

Lumley extracts compact structures from L.G. OZIMEK AND R.S. AZAD, THE
UNIVERSITY OF MANITOBA

the orthogonal decompositon by combining

it with a shot-noise model. When this Giovananmeli. Institut de Mecanicue

is done, the results of mean square Statistiaue de la Turbulence: In your

estimation and shot-noise decomposition analog method, how did you determine u

become not dissimilar, but still not and v? What was the turbulence

identical. In homogeneous turbulence intensity?

Lumley's characteristic eddies are more Azad: The u and v were separated by the

compact than the conditional eddies, following method:

J. Herrin-. NCAR: Is the core region in u + v = s eI, (1)

your experiment stable, and if so, do u - v = s e2 ,  (2)

you see oscillations where frequencies u = 1(e I + e ) (3)

correspond to the stability? v = (e - e2) (4)

A : We did not measure the mean s was determined from calibration of

temperature but on the basis of other each wire and they were matched to give

experiments, I expect that the core was the same value of 3 the turbulence

stably stratified. The Brunt-Vaisala intensity varied from 5 to 60%

frequency would be somewhat higher than X B Reed. Jr.. University of Missouri-

100mHz if the temperature stratification Rolla: 1) What was your sampling rate

exceeded 0.2
0
C/cm, so internal waves and how did you determine it? After

could have been present in the higher your spectral measurements?

frequency range of our spectra. We see 2) Your -u v extreme were always greater

no strong peaks in this range, however, for digital than for analog measurement.

R. .rodkey. Ohio State University: To Is there a reason?

what accuracy can you get the vorticity &Wa: 1) Boundary layer--sampling rate-

normal to the photographic plane? 3 x 103 samples/sec.

Landreth: This is a topic of ongoing Diffuser Flow--sampling rate--2 x 104

investigation. With our present system samples/sec.

we anticipate measurement errors of First, the sampling rate was fixed in

between 10% and 20%. the boundary layer by comparing the

K.R. Saripalli. McDonnell Douias: results with other published data and

(a) What is the major difference between then it was extrapolated to diffuser

your technique and the speckle flow. The moments must agree with other

velocimetry? results in the literature for boundary

(b) What are the maximum velocities for layers.

which this technique is used? And what 2) Experimental errors of the flow from

about laser power? one day to another can produce the

Lareth: (a) The particle density is errors that you have pointed out at

the difference. In this technique, the extreme.

density used is such that particle

P.
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H. BRANOVER AND S. SUKORIANSKY, BEN- Session V
GURION UNIVERSITY OF THE NEGEV

C. B, Reed, Arzonne National Laboratory: N. TOY AND T.A. FOX, UNIVERSITY OF

What wan the interaction parameter in SURREY

these experiments? Sanderson. Iowa State University: Were

Sukoriansky: Unity the side forces on either the forward or

A. TSINOBER, E. KIT AND M. TEITEL, TEL trailing members measured or deduced.

AVIV UNIVERSITY There is work showing that spacing of
two parallel meriberas ay experience a

Branover. Ban-Gurion University: 
1) Is

maximum in side forces at certain
silver chloride coating of electrode

tips to take care of all the electro- s Taciehs?

chemical effects? If yes, how long does
calculated at the center-line of each

it last and how does it deteriorate with
member in the configuration and thusetime?
show that maximums do occur at certain2) My second question is of a more

provocative nature. You conclude for spacings. However, the vide force- have

not been calculated at this stage in thesome special cases of turbulence

measurements in water (electrolyte) that study. It would be uzeful to consider
such forces in conjunction with aspects

the method you discussed can be applied.
of the dynamic response of each cs~bar

The remaining question, though, is 
why

to changes in the member spacing.
should one go through all the trouble of

Kine. NASA-Ames: Have you looked at the
squeezing a water flow into a gap of a

acoustics of this setup, particularly
magnet and other troubles, while other

with regard to edgetone generation below
methods of turbulence measurement exist?

the critical gap width.
Tsinober: 1) The AgC1 coating, when

properly made, reduces the electro E: Considerable work has been done in
the past on the acoustic characteristcs

chemical noise (offset) to the level of

the noise of the electronics, which is of two cylinders arranged in parallel
when modelling power lines. In the

approximately 0.3pV (0 + 200 Hz). It is

stable for several days if not exposed present investigation this particular

to air. aspect has not been considered, and it

is difficult to define the practical2) Even for only the vorticity

measurements, it is worth while spending application of such a study.

several hundreds of K$. The reason is P. DAWSON, B. LAMB, D. MII AND D.

that this method is an absolute one (and STOCK, WASHINGTON STATE UNIVERSITY

does not require any calibration). Gilbert. Grumma: COMMENT: Your last

Therefore, it promises to obtain results slides show disagreement between

of fundamental value for turbulence. My measured and predicted concentration
~values at the ground alorZ a lineconfidence in th is presently isva u s t th g r nd lo e a i e

increased after spending a couple of directly downstream of the model.

months in the laboratory of Prof. J.owever, you showed that the predicted

Wallace building and calibrating g-hot downstream plume slants off to the left.

wire probes. Other important advantages Perhaps the results could correlate

of the PDP method are described in the. better if you used values aore a line

paper.
~that tracks the center of the plume.

vw



Stok: Good suggestion, we will try it. isolate and quantify the effects of

Also, we will remove the asymmetry in coupling between the impinging jets and
future computations. the fountain. I am not aware of the

R. Claus. NASA Lewis: Numerical recent work at HoDonell Douglas on the
accuracy can seriously affect your twin-impinging-jet-fountain flows.

calculated results, especially in the P.D. GOULD, W4.. STEVENSON AND H.D.
scalar field. Your modifications to the THOMPSON, PURDUE UNIVERSITY

k-c turbulence model can be invalidated Eawaran. Cornell Univercit',: Did you
by nunerioal dffu sion. Care to obtain the constants for the k-t modelcomment?

from the literature or did you
Stock: The k-e model was compared with optimize them to fit your data?
the vertical profile of the Leipzig

data, and that calculation was used to Gould: We used the standard constants

evaluate the changes to the standard k-e given by Pun and SpaldirZ (1976). Th

nodel. For the 1-dimensional reference is iven in the paper.

calculation a very fine grid could be

used. We did not try to use our 3-D Session VI

calculation to tune the turbulence

nodel. M.M.A. KHALIFA AND A.C. TRUPP,
UNIVERSITY OF MANITOBA

P. Privette. Goodyear Aerospace Corp.:

Have any calculations been performed Andri. Universit. de Orleans: What are

using a less computationally intensive the expected effects on the pressure

closure model in an effort to evaluate drop and on heat transfer due to the

the ability of other methods to predict trapezoidal shape?

the experimental results. Khalifa: The Blasius and Dittus-Boelter

Stock: We are interested in flow with equations hold to within about 1% if

recirculation zones and therefore the equivalent hydraulic diameter is

believe that the k-e model is the least used.

computationally intensive model that Jones. UniversitY of Illinois: By

should be used. orienting your probe geometry with

respect to the fixed duct axes, the v
-. GILNFRT. GRUMMAN CORPORATE RESEARCH and w components as you approach the~CENTPR
Cside 

walls will not be directly
KR. Saripalli. McDonell Douglas: How interpretable with respect to v and
significant is the contribution of this thus the comparison with rectangular and

flow to V/STOL flow field, since the circular duet data may lead to

irportant jet impingement region has discrepancies. Can you clarify how you
been excluded. Are you aware of the rationalize direct comparison of such

recent work at McDonell-Douglas Research results?

Laboz'atorivs on the V/STOL flow field
.that included the Jet impingement region

which reveal lower *preading rates and

higher turbulence intensities.

Giler: We are planning further

studies of the problem t. include the

impinging jets. By studying the problem

without impinging jets, the idea is to



Xhallfa: Only the Reynolds stresses the two rectangular jets. I am worried
for fluid adjacent to the top and bottom about influences, even coupling, of the
walls (and not the inclined wall) were sngle-streami mixing layer all around on
compared to the results for square and the two-stream mixing layer, in the
circular ducts. For these two walls, mixing layer that you have studied.
the measurement coordinate system is 6) The measurements you mention are
aligned parallel and normal to them. time-average measures and thus may not
For the inclined wall, the Reynolds reveal any coupling.

stress components must be computed from fta: 1) Yes, this is borne out ay the
the transformation corresponding to a

30 rotation of the coordinate system.
stress) is high in the computations (by

a faC Lov of -3)--we attribute this to
Session VII the lack of the three-dimensionality in

the simulations which would relax this
R.D. MEHTA AND J.P. BELL, STANFORD stress.
U11IVERSITY 2) We hope to use experimental data (USC
Adrian, University of Illinois: How or Imperial College, for example) to
were the forced oscillations imposed guide us. At this noment we are only
upon the vortices in the vortex blob including one or two longitudinal

calculation? vortices (y.= high computation times

iRa: By including a sine function on are the main problem).
the normal (v) velocity of the form: 3) I think you mean streamwise structure

vf(t) = A sin(2,ft) spacing. Nominally 2-D boundary layers

Hgusain. University of Houston: 1) Your always have 3panwise variation Jr.
imulation. which is two-dimensional, properties (e.g., 6. c., etc..) the

does not take into account the most level and wavelength of which is
crucial feature of the mixing layer, determined by the flow conditioning (see
namely, longitudiual vortices or 'ribs'. Mehta and Hoffmann, Tr-66. Aero and
U4ithout these the central physics of the Astro Dept., Stanford University Report.
riyingl layer will be missed, for example). It has been found (e.g.
2) in your nuraerical study with Wood, Ph.D. thesis, Imperial College)
artificially induced longitudinal that this spanwise variation feeds into
vortices that you plan in the future, the mixin5 layer. It is conceivable
what spanwise -pacn would you use? that the loneitudinal vortices, or

3) The spanwise structure in the mixing rather their spacing, would be tri&,iered
layer is not necessarily a legacy of by this.

upstream boundary layer but results from 4) Yes but I am not sure if 'real'
secondary or spanwis;e instability of the mixing layers (in the laboratory) showshear layer itself. any known scaling for the structures.

A) This instability has been studied by 5) So were we. Tn the near-field our

Lin and Cormos and by Pierrehumbert and data seemH to agree with other ro-ijlt;t

Wlidnall and self-similar solutions--this hiui all
5) I an concerned by the fact that your been discussed in an article (latest

mixine layer is in free space between E -- u ). We have also recently
two rectangular jets, L4oa surrounded by checked the measurements with a test

the shear layers around the perimeter of section installed.

J ~ I Jil
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Stok: Good sug.estion, we will try it. isolate and quantify the effects of

Also, we will remove the asymmetry in couplinZ between the impinging jets and

future computations. the fountain. I am not aware of the

R. Claus. NASA Lewis: Numerical recent work at McDonell Douglas on the

accuracy can seriously affect your twin-impinging-jet-fountain flows.

calculated results, especially in the R.D. GOULD, W.14. STEVENJSOU AND H.D.

scalar field. Your modifications to the THOMPSON, PURDUE U4IVERSITY

k-c turbulence model can be invalidated Eawar'an. Cornell University: Did you
by nuuerioal diffusion. Care to obtain the constants for the k-& model
comment? from the literature or did you
Stock: The k-e Model was compared with optimize them to fit your data?

the vertical profile of the Leipzig

data, and that calculation was used to Gould: We used the standard constants

evaluate the changes to the standard k-s Ziven by Pun and Spaldirn, (1976). The

nodel. For the 1-dimensional reference is given in the paper.

calculation a very fine grid could be
used. We did not try to use our 3-D Session VI

* calculation to tune the turbulence
Z.M.A. KHALIFA AND A.C. TRUPP,

ode.l. UNIVERSITY OF MANITOBA
R. Privette, Goodyear Aerospace Corp.:

Have any calculations been performed Andre. Universit de Orleans: What are

using a less computationally intensive the expected effects on the pressure

cosure model in an effort to evaluate drop and on heat transfer due to the

the ability of other methods to predict trapezoidal shape?

the exporimental results. KhalJfa: The Blasius and Dittus-Boelter

Stock: We are interested in flow with equations hold to within about 10% if

reciroulatlon zones and therefore the equivalent hydraulic diameter is

believe that the k-c model is the least used.

computationally intensive model that Jones, University of Illinois: BY

should be used. orienting your probe geometry with

respect to the fixed duct axes, the v

.. GILRFRT, GRUMMAN CORPORATE RESEARCH and w components as you approach the
CErrFR side walls will not be directly

.K.R. Saripalli. McDonell Douglas: How interpretable with respect to v and

significant is the contribution of this thus the comparison with rectangular and

flow to V/STOL flow field, since the circular duet data may lead to

important jet impingement reeion has discrepancies. Can you clarify how you

been excluded. Are you aware of the rationalize direct comparison of such

recent work at McDonell-Douglas Research results?

* Laboratories on the V/STOL flow field

.that included the jet imingement region

which reveal lower siv'eading rates and

higher turbulence intensities.

Gilbert: We are planning further

studies of the problem to include the

impinging jets, By studying the problem

without impinging jets, the idea is to

0 I:



20 ppm and was well mixed before sufficiently small with respect to the

entering the test section. Kolmogoroff scale?

Patterson, University of Arizona: Did 3) The -11/3 roll-off at high k, which

you inject insoluble polymer threads was derived for Pr<<l, seems also to

into the wall region for comparison with hold for Pr>l. Can you explain this?

your results in order to prove the G 1) I agree that this is an

hypothesis that the polymer threads interesting approach, and have been able

alter the turbulence? to derive equations for the kinematics

Frins: No, because we have not found of iso-enstrophy and iso-helicity

an insoluble polymer which has nearly surfaces and extreme, similar to those

the same density as water and is not presented for iso-scalar surfaces and

toxic (necessary because the outlet of extreme used in my 1968 theory. They

the test pipe is connected with the are more ocmplex and harder 
to

sewer). visualize, but I think worth thinking

about and computing from numerical

Session IX simulations.

2) The velocity sensor was an 0.1 mm

C. GIBSON, UNIVERSITY OF CALIFORNIA AT conical hot film and the microbead
SAN DIEGO AND SCIRPPS INSTITUTE OF

OCEANOGRAPHY thermistor was even smaller. The

j Herring, NCAR: For low Pr, you seem velocity sensor was spatially limitedfor the very high Reynolds number flow -

to show -17/3 spectra, even for cases

(Kerr's numerical simulations) in which ReM - 270,000, but the temperature

there is no -5/3 range for the velocity signal was limited only by electronic
noise, and neither frequency response

~field. Could you comment.

Gibso : The r-k 17/3 subranges observed nor spatial resolution.

from both the laboratory measurements 3) I think the numerical Pr>l spectra
auhit the noise-before they can show

~and numerical simulations occupy 
a

narrow range of wavenumbers because the departure from the Batchelor exponential

spectrum is so steep, of order form. The laboratory and ocean

log [Pr -i/4 decades. The subrange temperature (Pr-lO) do not show k
"

widths are smaller than the inertial 
subranges.

subranges of the velocity fields, but Reed. University of Missouri-Roll : 1)

are displaced to higher wave numbers-- What do you see as the 'next' good

which does not seem unreasonable for a question(s) in the area? Paradoxes?

mixing process--in this case 'uniform- 2) A phrase was missing from your

gradient-wrinkling', presentation--passive additive--which

Hussain University of Houwton: I) I would underline my 2nd question: Have

wonder if you have looked at the you begun to look at mixing with source

implication of scaler pinch-off in the terms, such as buoyancy in liquids or

flow topology, in particular, the modelling local turbulence in

vorticity field. If there is a combustion, with an eye toward small

corresponding pinch off of vortex lines, scales and universality?

this will be interesting from the point Gibso : ) Does the gradient-pinching'

of view of helicity dynamics. in mechanism work in the 3-D simulations?

particular, creation of helicity. How do the strain-rate-mixing models

2) In Clay's measurement, was the sensor interact with the vorticity field in 3-D
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simulations? Why is the k
"1 7/ 3 

spectrum R,W. CLAUS, NASA LEWIS RESEARCH CENTER

displaced to higher wave-numbers than Patterson. University of Arizona: What

the k 5/3 velocity spectral subrange? do you expect closure modellers of

2) The Batchelor (1959) spectral form chemical reactions in turbulent mixing

should be produced even if the rate-of- to learn from full direct digital scalar

strain field which mixes the modeling?

microstructure is non-turbulent, as .laus: Direct numerical simulations can

shown in my paper in J. Geooh. Rep, provide the early, pre-transition,

(1982) on 'Fossil Turbulence in the information that closure models fail to

Denmark Strait'. represent. Hopefully, these simulations

Claus NASA Lewis: Would you care to will be run at increasingly higher

comment on the development of a subscale Reynolds' number to someday provide

model of the scalar field that might information for closure model

result from this work? development. It is currently premature

Gibson: To the extent that sub-grid- to tie numerical simulations to the

scale models can be devised which development of reaction closures.

exploit the new scalar mixing mechanisms

and the new general spectral forms, I A. PICART AND R. BORCHI, CNRS, MONT-
SAINT-AIGNAN

would certainly expect progress in

developing more representative sub-grid- Patterson. University of Arizona: Do

scale models. you think that a value of 5 or any value

Brodkey. Ohio State University: How >1 for 0 in W-kC (I-C ) is realistic

does 1283 size compare to kB where enough for your further experiments?

development of numerical simulation from Picart: A higher value of 6 will

Clay occurs. produce a steeper gradient in the scalar

Gibson: The Kerr (1985) numerical field and, so, numerical instabilities.

simulation used a mesh size of about 0-5 is a realistic value for a premixed

1/4 LK, so for Pr<l the Batchelor scale flame whose flame velocity is not too

LB - LKPr
/ 2 

will be much larger than high. The limitation of # is due to the

the mesh size. numerical code. These are limited to

J. Hanson. NRL: In light of the low Re number and, so, low Schmidt

number.
limitations of 2D turbulence simulations

e. Hansen NRL: 1) What do you

level of confidence do you have that the anticipate the next steps in your

numerical study will be?gradient pinching mechanism identified 2)eIs st ion be?
there2) Is 32 resolution adequate for this

Gibson: I would be very surprised if calculation?

the gradient pinching mechanism fails PLcart: 1) The next steps will be a

for 3-D simulations because there is full simulation uiitil CA nears zero with

such a straight-forward explanation for different characteristic times r cand,

the mechanism using the expression so, of the ratio (which is the
-2.

Ivel VO. The scalar field Damkohler number) the forcing of the

should follow the velocity best where turbulence field would be interesting in

IVOI is large, in both 2-D and 3-D order to get a SLationary turbulence

field. Afterwards, I think it would be

interesting to introduce two scalar
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fields in the code in order to simulate 'decaying' before the high moments have

a diffusion flame. 'come up' to statistical equilibrium

2) 323 is adequate for the behavior of (similarity).

mean statistical results. This limits Almost all your fluctuating fields

the Reynolds' number, but with 1283 showed a more pronounced 'RHS' than

which is the higher resolution, the Re 'LHS'. Was that a flow asymmetry or an

number is not much higher. artifact (perhaps optical)?

Read- University of Missouri-Rolla: thn: Jet flows are very sensitive to

Have you looked at the effect of initial the surrounding boundary conditions. It

conditions on your results? (e.g., is especially true for the low-velocity

different initial spectra, different jets. The configurations of optical

concentration ratios?) hardware and laser safety covers around

Picart: Yes, I have looked, but the the jet are by no means axisymmetrical.

initial conditions have no influence on Due to this asymmetrical far field

mean quantities such as the mean value, condition, the jet is slightly bent

the variance, and the correlation. The towards the 'LHS'. Consequently, the

shape of the scalar spectra determines 'RMS' shows more fluctuations. However,

the shape of the scalar P.D.F. and joint it can be seen from the fluctuation

P.D.F. and the values of the length contours that the transitional regime is

scales (scalar). The concentration fairly axisymmetrical. The asymmetry

ratio is not important if it is near one occurs further downstream and would not

(i.e., far from the concentration where affect the results of our study

the reaction proceeds). The decrease of significantly.

length scale is due to an initial Goul Pt.due University: How did you

spectrum which is not in equilibrium. separate your LDV signal from your Raman

signal? Did you have to stagger the

T. LOOKA AND P. SULLIVAN, UNIVERSITY signal in time, and if you did, did this
OF WESTERN ONTARIO

affect the velocity-concentration

J_ Herring- NCAR: It would be correlation?

interesting to compare your calculation QM: The LDV and Raman systems are

to the work of H. Aref (JFM?; A&) based on two different Argon laser

Sullivan: Yes. When more results are wave lengths, LDV at 514.5 am and Raman

in we will certainly compare. at 488 nm. The Raman signal is

T.H. CHEN, A.J. LIGHTAN, W.J. SCHKOLL frequency shifted from the elastic

AND P.P. YANEY, UNIVERSITY OF DAYTON scattering (Rayleigh) by the appropriate

Raman shift. The spectrometer used to
Reed. University of Missouri-Rolls:

isolate the Raman signal rejects the
COMMENTS: 1) Your 1st color slide

beautifully illustrates the source of Rayleigh component sufficiently that

the local minimum of u' on the axis for 
stray signal never exceeds 3% at the

~some distance downstream.som ditane owntrem.Raman frequency, As a result the Raman

2) The downstream development of shear 
and LDV signal are independent and there

flows and in particular of jets is 
is no induced velocity-concentration

'moment by moment', in the sense that U correlation.

first becomes self preserving, then u'

and so on to higher moments. Thus, the

lower moments may already start
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Session X H. WU AND G.K. PATTERSON, UNIVERSITY OF
ARIZONA

R.M. PRIVETTE, W.G. TIEDERMAN AND W.M. Reed, University of Missouri-Rolla:
PHILLIPS, PURDUE UNIVERSITY COMMENT: We are three of the half dozen

Ralan Menon. TSI. Inc.: Since odd people (pun intended) who worry

statistics are calculated on a cycle-to- about turbulence in flows not like flat

cycle basis it would be good to know plates and axisymmetric jets. It's a

the amount of error (error bands) dirty job, but somebody's got to do it.
You are to be commended for the

especially for u'v' calculations.
measurement program, and for doingI..j s: The statistics at each
something to guhn.jf the well-
recognized periodicity due to the blades

Since the velocities were sampled on an and to take it into account in viscous
equal time interval basis, the major
sourctmes o ntertaint bare the finite dissipation calculations that needed tosources of uncertainty are the finite b oebe done.
size of the ensemble and the finite size Brodkev. Ohio State University:
of the window for 'filtered' data. the

1) Can you discuss the energy balance?unfiltered data also includes an

unetit u occet-yl 2) Have you discarded the trailing edge

vortex in e, which (t.e.v.) still can bevariation of the mean signal. The

uncertainty of the turbulence important in the mixing mechanism?

intensities and the Reynolds' stress for Patterson: 1) The energy was balanced
for each of several regions between

the filtered data are on the order of

measurdment locations in the impeller5%.

stream. Both turbulent (total including

R. CREFF AND P. ANDRE, UNIVERSITE d' periodic) and mean kinetic energies were
ORLEANS included. The balances were good to a

Reed. UniversitX of Missouri-Rolls: A few percent.

'bullet' of parabolic shape can be used 2) The periodic turbulence does not

which, when moved linearly along the contribute to energy dissipation where

axis, provides for a linear variation of it exists. When vorticity is connected

velocity in Ihe steady state. How was downstream, where it degrades to non-

your high frequency periodically periodic turbulence (real turbulence),

variable-flow generator designed? energy dissipation results at the

&ndre: I am afraid of a downstream location.

misunderstanding about the frequency Reischman. Office of Naval Research:

range used in the study. This is a low What is the influence of, and have you

frequency range. ever changed the geometry of, the

The frequencies which are obtained by external mixing vanes (baffles)?

0 means of the time varying sonic-section Patterso : So far we haven't chapged

range between 0 and 35 Hz. The two the wall baffles. Their influence is to

acoustic resonance modes obtained here kill strong fluid rotation in the vessel

are equal to 9.3 Hz and 27.7 Hz, as a whole and to produce large vortices

respectively, near the wall.



)irect Numerical Simulations of a Temporally Evolving Mixing Layer Subject to Forcing

Russell W. Claus
National Aeronautics and Space Administration
Lewis Research Center
Cleveland, Ohio 44185

Abstract

The vortical evolution of mixing layers subject to various types of forcing is nu-
rnerically simulated using psuedospectral methods. The effect of harmonic forcing and
random noise in the initial conditions is examined with some results compared to exper-
imental data. Spanwise forcing is found to enhance streamwise vorticity in a nonlinear
process leading to a slow, secondary growth of the shear layer. The effect of forcing
on a chemical reaction is favorably compared with experimental data at low Reynolds
numbers. Combining harmonic and subharmonic forcing is shown to both augment

6 and later destroy streamwise vorticity.

Nomenclature

Yo =radial location where U = (U_. + U+oo)/2
A = forcing wavelength
0o.go = radial distance where the flow reaches 90 percent of Uoo

Introduction

Direct numerical simulations of turbulent fl, ws are increasingly being used to ex-
tract turbulent flow physics ( e.g., refs. 1 and 2). This technique has distinct advantages
over laboratory experiments. First, numerical simulations can unambigiously perform
experiments where the effect of changing one single parameter can be individually
studied in detail. Experimental studies, done in the laboratory, can rarely separate
individual cause and effect trends. Second, numerical simulations contain all the infor-
mation concerning flow dynamics. Various statistical properties can be easily extracted
from the computations. Laboratory experiments usually cannot measure all important
flow quantities and measurement accuracy is always a problem.

But numerical simulations are not without basic limitations as well. Although
numerical simulations can sample any statistical quantity, these computations are very
computer intensive, requiring on the order of several CPU hours to calculate only a few
seconds of flow time. Whereas an experiment can usually be run for hours to measure
various statistics, the numerical simulations have to be sampled over a much shorter
time period. Another limitation of the numerical simulations is related to the range
of turbulent scales which can be represented on the computational mesh. In direct
numerical simulations, highly accurate (pseudospectral) numerical methods are used
to solve the Navier-Stokes equations on a computational mesh. Despite the high phase
and amplitude accuracy of these techniques, turbulent fluctuations both larger than
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and smaller than the computational mesh cannot be resolved. The later restriction
limits the simulation to a low Reynolds number flow (approximately 50 to 100 based
on the Taylor microscale). When one applies the results of a low Reynolds number
calculation to understand high Reynolds number turbulence, an inherent assumption
is made that the large energetic scales of turbulent motion display characteristics that
are Reynolds number independent. Testing of this assumption provides part of the
motivation for this report.

Another motivation for this report is to examine the impact of vortical motion
on mixing and chemical reactions in a planar mixing layer. The planar mixing layer
is a convectively unstable type of flow in which small perturbations, either naturally
occurring or induced by the flow hardware, can rapidly grow as these perturbations are
convected downstream (ref. 3). This prototypical flow provides a unique opportunity
to study the effect of small changes in the initial conditions of the flow and to observe
how these changes alter the characteristics of a passive chemical reaction. A chemical
reaction is quite sensitive to the dynamics of mixing at the smallest scales (ref. 4), and
this will be examined in a comparison with experimental data.

There have been a number of previous numerical studies of mixing layers (refs.
5 thru 8). In relation to this report, the most pertinent of these is reference 5, in
which the importance of large scale motions in enhancing chemical reactions is illus-
trated. Primarily, this study used two-dimensional numerical simulations to represent
the increased interfacial area and enhanced entrainment that can result from large scale
vortex rollup. However, two-dimensional simulations cannot represent the small-scale
(inherently three-dimensional) structures that have been experimentally shown to occur
in the mixing layer. These small-scale structures lead to a substantial increase in scalar
mixing (ref. 9). The formation of these structures and the related increase in mixing
is termed the "mixing transition." Before the mixing transition the flow is principally
two-dimensional and laminar. After the mixing transition the flow is turbulent and
three-dimensional while still retaining some of the characteristics of two-dimensionality.
Previous studies have failed to observe the onset of the mixing transition because of a
lack of grid refinement limiting the resolvable Reynolds number. The mixing transition
occurs somewhere around a Reynolds number of 5000 (based on the local momentum
thickness), whereas the simulations are typically one-fifth this level.

A new generation of supercomputers is currently becoming available which should
eliminate this restriction. The first high speed processor obtained under NASA's Nu-
merical Aerodynamic Simulation (NAS) project combines a relatively fast CPU with
about 258 million words of memory. This may permit numerical simulations up to and
perhaps beyond the mixing transition. This report details the initial calculations made
with the NAS in a continuing study to examine various factors influencing mixing in
chemically reacting, mixing layers. The effects of various types of forcing are studied
and the vortical evolution of the flow is graphically illustrated. Although these calcula-
tions were made typically at low Reynolds number, they form the basis for future high
Reynolds number studies.
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Computational Approach

The numerically-simulated mixing layer is conceptually represented as shown in
figure 1. The orientation of typical streamwise and spanwise vorticity along with the
orientation of the axes is illustrated. The mean axial velocity profile is initially set to
a hyperbolic-tangent profile representative of experimental data (ref. 10). Imposed on
this profile is a low level of random noise corresponding to a noise spectrum that is
well resolved on the computational mesh. This provides a divergence-free, low level
(typically less than one percent) of turbulence in all velocity components. To simulate
spanwise forcing, harmonic and (sometimes) subharmonic perturbations are imposed
in the initial conditions to generate a rapid spanwise-vortex rollup.

The time-dependent Navier-Stokes equations are solved for incompressible flow.
Three scalar transport equations are solved to simulate a passive (no heat release)
chemical reaction. This system of differential equations is solved explicitly by using
second-order accurate time-differencing and pseudospectral approximations (Fourier
series) of the spatial field as noted in reference 6. Spherical wavenumber truncation
was performed by following the method described in refernce 11. The flow Reynolds
number was about 200 based on the initial velocity thickness, and the Damkohler
number of the chemical reaction was set to 5.

The computational box size for these numerical simulations was scaled to include
one complete cycle of the longest forced wavelength in the X (axial) direction. The Y
direction was typically slightly more than twice this length, and the Z direction extent
was typically equal to one-half the X direction length. Grid points were equally spaced
along each direction. Boundary conditions in the X and Z direction were periodic. In
the Y direction, no stress type boundary conditions were used; quantities such as U
(axial velocity) were set to provide a zero gradient across the boundary and quantities
such as V (radial velocity) were set to provide a reflection across the boundary.

As noted previously the numerical simulations reported here are for a time-evolving
mixing layer. This comprises a Lagrangian description of the spatially developing
mixing layer with the computational domain following the mean flow velocity. The

*drawback that this imposes in comparisons with experimental data is offset by the
increased numerical resolution available in the Lagrangian description of the flow. The
time-evolving simulation cannot represent some important features of experimental
data (such as the asymmetric development of the layer) and should be looked at as

.more of a tool to study "idealizations" of real flows where the primary aim is to study
*the structure of turbulent flows.

Results and Discussion

Numerical simulations of mixing layers subject to various types of forcing are
examined here. Initially, the effect of harmonic forcing and random noise in the initial
conditions is examined and some results are compared with experimental data (refs. 12-
13). in the second section, the effect of combined harmonic and subharmonic forcing is
illustrated. The wavelength of the harmonic forcing corresponds to the most amplified
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frequency as predicted from linear stability theory (ref. 10). The subbarmonic is twice
this length.

Harmonic Forcing and Random Noise

A series of numerical simulations of a mixing layer subject to harmonic forcing is
compared to the experimental data of references 12 and 13. Both of these experiments
employed a high degree of spanwise forcing in the entrance flow. This simplifies the
specification of the initial conditions for the numerical simulation, since the high level
of spanwise forcing dominates the natural random noise normally associated with high
Reynolds number experimental flows. The spatially evolving shear layer is among those
types of flows classified as convectively unstable; therefore, any small disturbance can
rapidly grow as it is convected downstream. The highly excited harmonic forcing should
grow more rapidly than the lower level random disturbances. This leads to the early
part of the flow being largely two-dimensional. By taking advantage of this fact, we
will examine how well a two-dimensional numerical simulation describes the velocity

* field of a harmonically excited shear layer.
The mean velocity half-width calculated from a two-dimensional numerical simu-

lation (64x65 grid points) with harmonic excitation is compared to the experimental
data of reference 12 in figure 2. For this comparison, data from the slow speed side of
the layer is chosen as the dynamics of growth and saturation are more apparent than on
the high speed side. It should be noted that the simulation is of a time-evolving layer
whereas, the experiment spatially evolves, a transformation similar to that described
in reference 8 must be performed to relate the spatial and temporal information. Once
this transformation is performed the evolution of the experimental data is well simu-
lated up to the point of saturation of the shear layer (60-80 cm). Beyond this point
(> 100 cm) the slow growth of the layer is simulated poorly. Enlarging the computa-
tional domain and inputting various perturbations fails to reproduce the slow growth
represented in the experimental data. The two-dimensional simulations simply exhibit
vortex nutation or a change in the orientation of the axis of the rolled-up vortex with
no significant increase in shear layer width. These results are similar to the findings
of reference 14 where two-dimensional simulations were compared to the experimental
data of Ho and Huang (ref. 15). Again the simulations fairly represented the early
rollup and saturation, but failed downstream of this region. Reference 16 indicates
that streamwise vorticity can be more significant beyond saturation, and these results
tend to support that finding. In other words, the two-dimensional simulations fail to
represent the growth of three-dimensional streamwise vorticity following saturation in
the shear layer.

The Reynolds stresses at two different axial locations are compared in figure 3.
The locations selected for comparison are within the region where the flow is primarily
two-dimensional; hence, the comparison between simulation and experimental data
is qualitatively good. The simulation does not match the peak experimental values,
and the simulated profiles appear to be spread over a greater radial distance than the
experimental data; however, the change in sign observed experimentally is faithfully
reproduced. This correctly represents the change in the energy transfer between the
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mean flow and the turbulence. When the Reynolds stresses are negative, energy is
transferred from the turbulence to the mean flow causing the decrease in shear layer
thickness seen in figure 2 (around 60 cm). The failure of the simulation to more closely
match the experimental data profile is probably due to the difference in Reynolds
number between the two flows.

The mean velocity half-width of three-dimensional simulations (32x33x32 grid
points) using harmonic forcing with a low level of random noise or just random noise
with no forcing is displayed in figure 4. The simulation using harmonic forcing ex-
hibits a development similar to the two-dimensional calculations (figure 2) up to and
just beyond the point of saturation. Beyond saturation the three-dimensional forced
simulation displays a slow, steady growth which is in general agreement with the ex-
perimental trend. In contrast to the forced results, the mean velocity half-width of the
"random noise only" simulation indicates a much slower overall growth of the shear
layer.

Three-dimensional surface plots of constant vorticity are shown for the harmonic
4 forcing simulation in figure 5. In the streamwise vorticity plots, both positive and nega-

tive vorticity levels are displayed with alternate colors indicating the change in vorticity
rotation. The streamwise vorticity is weak and poorly organized at T=19.2 seconds,
whereas, counter-rotating vortex pairs are clearly evident in the T=43.2 seconds plot.
These are the mushroom-shaped structures experimentally observed by Bernal (ref.
17). In the simulation these structures evolve from the weak level of random noise
included in the initial conditions. It is interesting to note that these structures do not
get organized until after saturation of the harmonic wave. Apparently the orientation
of the main spanwise vortex, which is involved in the change in sign of the Reynolds
stresses (ref. 18) also contributes to the generation of streamwise vorticity.

Total vorticity surface plots are also shown in figure 5 for T=19.2 and 43.2 seconds.
Two different magnitudes of vorticity are color coded to indicate that the strongest
vorticity is associated with the harmonic rollup (or spanwise vorticity). A lower level
of total vorticity is also plotted to display the formation of streamwise vorticity on the
spanwise structure. At much later times the spanwise vorticity grows sufficiently in
strength to disrupt the spanwise structure.

Figure 6 displays the results of a high resolution calculation of the harmonically
excited shear layer. In this simulation, 128x129x32 grid points are used to more fully
resolve the flow field. Essentially, the dynamics of the flow are unchanged from the
results noted earlier indicating that the vorticity field is sufficiently well resolved in
these simulations. Also evident in the simulation is the distortion of the spanwise
structure caused by the strong streamwise vorticity. The streamwise vorticity appears
to gain energy at the expense of the spanwise structure.

Three-dimensional surface plots of constant vorticity for the numerical simulation
with random noise only in the initial conditions are shown in figure 7. From these
images it is apparent that both the spanwise structure and the streamwise vorticity
take longer to evolve. Although the spanwise structure takes longer to evolve, the
streamwise vorticity again does not appear until after saturation of the harmonic wave.
Once it does form, the streamwise vorticity is notably weaker than the streamwise
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vorticity that formed under harmonic forcing (fig. 5). Despite the fact that harmonic
forcing adds no energy into the Z direction modes, the nonlinear interaction with the
spanwise structure is important to the formation of the streamwise vorticity.

Forcing can also have a notable impact on scalar mixing and, thereby, on a chemical
reaction. The previous two numerical simulations were repeated using much finer mesh
resolution (128x129x32 in the X, Y, and Z direction respectively) to accurately simulate
a passive chemical reaction. Figure 8 displays the results of these calculations compared
with the experimental data of reference 13. (Here the total product versus time from the
simulations is compared to the experimentally measured product thickness as defined
in ref. 13. This provides a qualitatively comparable basis for examining both flows.)
The effect of experimental forcing noted at low Reynolds number is qualitatively similar
to the trend seen in the numerical simulations. Since the numerical simulations are for
a low Reynolds number (less than 1000 based on the local momentum thickness) this
qualitative agreement is expected. What seems unusual about these results is that the
effect of increased mixing that should result from the formation of strong streamwise
vorticity (especially in the forced simulations for times greater than 20 seconds) is not
readily apparent. Purely two-dimensional simulations (with no streamwise vorticity)
display very similar levels of product formation. Previous simulations have shown that
the majority of the product is formed in the vortex cores (ref. 5). The braid region
contributes only slightly to the total amount of product formed. Therefore, though
the streamwise vorticity may increase product formation, it only does this along the
braids, and does not significantly affect the total amount of product formed.

In the high Reynolds number experiment, the rapid increase in product formed for
distances greater than 20 cm may be due to increased mixing resulting from smaller
scale streamwise vorticity. Numerical simulations (not shown) run at a higher Reynolds
number, but with no other changes in the simulation, actually produced less product
than the low Reynolds number simulation primarily because of the reduction in dif-
fussivity necessary to maintain a constant Prandtl number. This is certainly contrary
to the experimental trend. It seems likely that as the Reynolds number is increased in
these simulations, the initial noise spectrum will also have to be changed to add more
energy at the higher wavenumbers. This would more closely replicate "real" experi-
mental flows which have more small-scale fluctuations at the high Reynolds number.
These additional small-scale fluctuations might make up for the reduced diffussivity
and lead to greater product formation.

Combined Harmonic and Subharmonic Forcing

The temporal evolution of both streamwise and total vorticity of a shear layer
subject to harmonic and subharmonic forcing is displayed in figures 9, 10, and 11.
At a time of 15 seconds (fig. 9), fairly coherent counter-rotating pairs of streamwise
vorticity are apparent in the region between the two spanwise vorticities. Less well
organized streamwise vorticity is obvious in the braid region at the limits of the X
axis, resulting from the strong random noise in the initial conditions. At a time of
24 seconds (fig. 10), the two forced spanwise structures are merged together. This
merging greatly reduces the area between the two structures and vortex stretching
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enhances the streamwise vorticity in this region. This streamwise vorticity is rotated
approximately 270 degrees between T=15 and 24 seconds, whereas, the streamwise
vorticity in the outer braid region is stretched to a much lesser extent. At T=33
seconds the streamwise vorticity in the center of the new merged vortex core is no
longer apparent in the simulation. Dissipation being proportional to the square of the
vorticity, it appears that these streamwise structures are so strongly stretched that
they become sensitive to the viscosity of the fluid. There exists no strong mechanism
(such as a mean shear in the proper direction) to transfer energy into these structures
as rapidly as it is dissipated, therefore, the vorticity in the vortex core disappears. The
Reynolds number of this flow remains less than 1000 during the calculation so that
the dissipation that occurs in this simulation may not occur in high Reynolds number
flows. This Reynolds number effect can be a significant factor in the transition to
turbulence process. As the viscosity of the fluid is reduced (as the Reynolds number
increases) these small intense streamwise structures should play an increasingly more
important role in turbulent mixing. The large (forced) spanwise structures will entrain
fluid which will then be intensely mixed by the remanents of the streamwise vorticities
as suggested by reference 19.

The subharmonic pairing process is also evident in the high resolution simulations
of figure 12. In these figures the total vorticity is used to simultaneously observe both
the streamwise vorticity and the forced spanwise structures. These calculations used
128x129x32 grid points to resolve the flow field and the random noise was introduced
at a very low level (<0.1 percent). This lower level of random noise leads to the
development of much less streamwise vorticity which is readily dissipated by vortex
stretching. Some streamwise vorticity is apparent at T=9 seconds in the braid region,
but no streamwise vorticity is evident between the large spanwise structures as they
collide (T= 18) and merge (T=27). At T=36 seconds some streamwise vorticity appears
to regenerate based on the rollup of the single merged vortex.

The evolution of streamwise vorticity in this flow suggests an answer to the rescal-
ing question posed in reference 20. Experimentally it has been observed that the
streamwise vorticity appears to rescale after the pairing process with fewer streamwise
vortex pairs evident after pairing of the spanwise vortices. These simulations suggest
that the streamwise vorticity is regenerated based on the local scale of the spanwise
structure. Of course, these simulations cannot provide a definitive answer because of
the limits on Reynolds number in the simulated flow, and the dissipating effect this
has on the small-scale streamwise vorticity. In addition, attempting to draw defini-
tive conclusions based on only one numerical simulation is analogous to using a single
flow visualization experiment which may or may not be representative of the usual
behaviour of the flow. Additional simulations are necessary to build up confidence in
the noted results.
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Summary of Results

Numerical studies of a planar mixing layer subject to various types of forcing
indicate

1. Low Reynolds number direct numerical simulations qualitatively represent some
velocity field features of a high Reynolds number turbulent shear layer subject to har-
monk forcing.

2. The effect of forcing on a chemical reaction is qualitatively similar for low
Reynolds number experimental data and numerical simulations. Currently, the exper-
imental trends seen at high Reynolds number have not been accurately simulated.

3. Streamwise vorticity is greatly enhanced by periodic spanwise forcing and can
contribute (albeit weakly) to shear layer growth.

4. In low Reynolds number numerical simulations of the vortex pairing process,
streamwise vorticity can be both significantly enhanced and then dissipated as the
spanwise vortices merge.

Concluding Remarks

The active control of turbulence through various types of forcing has a great po-
tential for manipulating combustion processes. The numerical simulations displayed in
this report have indicated some of the changes in vortical structure that are possible
using various types of forcing. Although current simulations of chemical reactions have
only compared favorably with low Reynolds number data, it seems likely that the high
resolution computations, that are now possible, will overcome this limitation. The re-
sulting increased understanding of chemically reacting flows that will evolve from these
studies promises significant technological benefits for many applications.
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ON THE STRUCTURE OF TURBULENT BOUNDARY
LAYERS

Hassan M. Nagib,
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Columbus, Ohio, 43210

~Introduction
The structure of turbulent boundary layers has lift up, oscillate and erupt violently (bursting

been the object of numerous studies over the past sequence). Kim et al. (1971) associated those
twenty years. From cine wealth of available bursting events with lifting and stretching
information, one realizes that they are hairpins that lead to high shear above the wall
characterized by a hierarchy of three-dimensional layer. The visual evidence of those bursts and
scales. At least, three major scales have been ejections obtained by Kline et al. (1967), Kim et
identified and seem to play a prominent role in the al. (1971), Corino and Brodkey (1969) and others
overall dynamics of the boundary layer. The points to an event which is very energetic and has
following paragraphs will summarize some of their a scale much larger than the streaks, but less than
key features, the outer scales. The evidence of an intermediate

scale associated with the bursting motion can also
Streaks. First observed visually by Hama be found in the measurements of Blackwelder and

(1956, see Corrsin, 1957), they have been the Kaplan (1976), Chen and Blackwelder (1978), Corke
object of numerous visual studies; e.g., Schraub et al. (1982) and others.
and Kline (1965), Kline et al. (1967) and others. The strong perturbation associated with these
They appear to be omnipresent in the near-wall events extends well beyond the viscous sublayer
region and to have very long streamwise extend of into the logar+thmic region (y+ 100-200). A good
the order of 1000 wall units. These findings have indicationoofrthatiisrtheofact that0the0frequency

been confirmed by the measurements of Achia and indication of that is the fact that the frequency

Thompson (1976), Tiederman and Oldaker (1977), of detected events does not vary significantly up

Hanratty (1982) and others. Blackwelder (1978) to y +- 100 (Blackwelder and Kaplan, 1976). There is
demonstrated that the streaks are formed by two a general agreement that the ejection phase of the
elongated streamwise vortices pumping low-speed bursting motion contributes to a very large
fluid away from the wall. They appear to have a turbulence production over a rather short period of
quasi-periodicity in the spanwise direction of the time. Most models of that process (Kim et al,
order of 100 to 150 wall units. 1971; Offen and Kline, 1974, 1975; Hinze, 1975;

Nagakawa and Nezu (1981) and Smith and Metzler Smith, 1978; etc.) involve horseshoe or hairpin
(1982) studied their spanwise distribution as a eddies being lifted from the wall and inducing a
function of height in the boundary layer. They strong ejection of fluid between them. Recently,
found that the distributions are highly skewed Moin and Kim (1986) also identified hairpin
towards large separations and that the average vortices associated with the ejection and sweep
spacing between them increases linearly with events in a numerical simulation of a turbulent
increasing distance from the wall. However, they channel flow.
point out that the streaks are confined to a very* Outer-Flow Structures. Blackwelder and

thin region near the wall (y + 30) and are OtrFo tutrs lcwle ntinresinly difficu t o loefr< ther Kovaznay (1972) showed that velocity fluctuationsincreasingly difficult to locate farther up in thene r t e w l (y 6 - 0 3) em i su ta i l y

* nsrteesrasaeascae ih layer. This was also confirmed by Brown and Thomas

In summary, these streaks are associated with (1977) and Chen and Blackwelder (1978), who
pairs of counter-rotating vortices located very recorded the presence of large-scale structures
near the wall and confined to that region. They inclined at a small angle over the wall and
are omnipresent and they persist for large spanning the entire boundary layer. More recently,

downstream distances and reform immediately when Kim (1985) identified large-scale disturbances
disturbed, i.e. they seem to represent a product associated with the VITA-detection of events near
of an "eigenoode" of the viscous wall region. the wall in a turbulent channel flow simulation.

uir t srvd hatoccasiney at sak (1967) The recent work on drag reduction by Corks at al.Bursts and airis- Klne at l. (1967) (1982) and others on the control and suppression of

first observed that occasionally a streak would(

1-1



large scales also demonstrates a clear link between Measurements were performed using a fixed

the events at the wall and the large scales. V-shaped array of wall-shear sensors and a movable

X-wire probe traversed in space with respect to the
Obiectives wall probe. Details of the Reometry of the probes

Many studies have attempted to meld some or can be found in a report by Guezenra-c and Negib

all of these observations into a unified view of (1985). In order to maximize the spatial resolution

the boundary layer and the turbulence production of the probes, a free-stream velocity of 11 m/s was

cycle. In support of such an effort, many chosen. The Reynolds number based on the momentum

techniques have been developed to detect and count thickness was 4900 at the location of the wall

the so-celled bursts or wall events Auring which sensors and was deemed sufficiently high s be

most of the turbulence production occurs. However, representative of a high Reynolds number turbulent

it is clear that each technique focuses on a boundary layer. A series of mean velocity profiles

particular feature of this complex phenomenon, and taken at various downstream station along the plate

hence it is hard to reconcile and link the various are shown in Figure 1. The profiles follow the law

findings, of the wall with the usual constants and the

In this study, it is proposed to integrate the boundary layer is clearly self-similar. For more

various facets of the turbulence production cycle, details about the characteristics of the flow

and systematically investigate the interrelation field, the reader is refered to Guezennec and Nagib

between the structures identified by various (1985).

techniques. In addition, based on the findings of

a related study (Guezennec and Nagib, 1986), a Data Processing and Reduction

model of the turbulent boundary layer will be Several standard techniques for the detection

proposed. of wall events were used in ttis study, involving

one or more sensors. In addition, a new technique

Experimental Facilities was developed to permit the non-intrusive detection
Thexperiments wereperfoof wall events. Each technique and its practicalThe experiments were performed in theimlenainwlbedsrednthfooig

high-speed test section of the Mark V. Morkovin implementation will be described in the following

wind tunnel at I.I.T. The tunnel operates in a paragraphs.

closed return mode and is powered by a vane-axial VITA Technioue. Introduced originally by
fan. A series of honeycomb and screens preceeds a Blackwelder and Kaplan (1976), the Variable

four-to-one contraction leading to the test Interval Time Averaging (VITA) technique has been

section, allowing turbulence intensities of less used by a large number of investigators. It relies

than 0.1 percent for speeds up to 35 m/s. on the short-term variance, which is defined as

The test section has a rectangular cross f

section of 0.61 m by 0.91 m and an overall length T Ihos
of 5.89 m. An aluminum test plate is suspended in h h

the test section 30 cm. above the floor and 1

levelled. The leading edge of the plate is machined var(t,Th) - 1 - u
2 
(t)dt u(t)dt]2

to a razor-thin edge and slightly curved downwards. Thf Th h h

This nose geometry ensured that the stagnation line - 2
was always on the upper side of the plate
(measurement side) and that no separation occurred.

A 20 cm. section near the leading edge of the plate h

was covered by 24 grit sand paper and recessed in the quantity to be processed (typically the

such a way that the upper surface of the sand paper streamwise velocity signal). It should be pointed

substrate was flush with the other plate sections. out that this process acts in effect as a
This configuration allowed to fix the transition non-linear band-pass filter. The high frequency

rather than actually tripping the boundary layer. fluctuations are averaged over the integration time

To compensate for the growth of the boundary layers and the low frequencies do not contribute since the

on the test plate, roof and the side walls of the short-term variance is computed with respect to the

test section, an ajustable flexible ceiling was set local mean. The non-linearity arises from the

to provide a zero pressure gradient along the whole squaring which emphasizes the large excursions from

length of the plate. the local mean. Hence, this processing technique

All measurements were performed digitally responds to the most energetic events which have

through the course of this experiment. The analog the proper time scale. The detection of wall events

outputs of the transducers were conditioned before is achieved by requiring the local variance to

digital acquisition. This signal conditioning exceed a given threshold. This threshold is usually

consisted of a biasing of the DC component and defined with respect to the long-term variance of

subsequent amplification to use the full range of the signal:

the A/D converter and ensure the maximum 2

resolution. Thus, the actual resolution of the I(t) - 1 if var(t,Th) > kv
2

transducer signals was of the order of a fraction

of a millivolt. In addition to this conditionning, I(t) - 0 otherwise

the signals were low-pass filtered using

fourth-order Butterworth analog filters. The where I(t) is the detection function, k the

cut-off frequency was set according to the Nyquist threshold and a
2 

is the long term variance. The

criterion as a function of the sampling rate. The t

hot-wires signals were linearized digitally and detection point is normally set in the center of

compeneqaed to areount for the small variations in the region where the threshold is exceeded. A

the tunnel operating temperature. alternate definition of the detection point will be

1-2
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introduced later. In addition, the slope of the Hence, strong second quadrant events (Q2) will be
original signal at the point of detection is associated with large negative sh peaks, and
examined to further discriminate between positive fourth quadrant events (Q4) viii be associated with

and negative slope events (accelerating and lare poditive s eaks.

deccelerating events). These events will be large positive shx peaks.

referred to as positive VITA (Vp) and negative VITA In addition, the centering of the structures
(Vn) events for the remainder of this paper. over the probe can be achieved by requiring that

the instantaneous spanwise component of the shear
Ouadrant Technique. This method was first sh z, be very small, i.e. that both shear sensors

introduced by Willmarth and Lu (1972) and has been
widely used since. It relies on sorting the detect strong but symmetric signal'. Civen te

streamwise and normal velocity fluctuations u and v spanwise spacing of the wall sensor (Az+-45) and
into four "quadrants" defined by the four the typical spanwise wavelength associated with
combinations of their respective signs. In the near wall motions (A+- 100), any assymmetry of the
second and fourth quadrant (u<O, v>0 and u>O, v<O shear signals should represent a misalgnment of
respectively), the Reynolds stress is negative and sa i l ho r e en ai i
therefore contributes to the turbulence production. the structure over the probe. Therefore, this

On the other hand, the first and third quadrant centering technique provides a way to decrease the

motions contribute to negative turbulence spanwise jitter of the detected structures, and to

production. Events are detected whenever the (u,v) eihance the definition of the ensemble-averages.

pair is in the correct quadrant and the absolute The shear sensor detection technique can be

value of their product exceeds a given threshold summarizod a. fIllows:

(k'). The threshold is defined with respect to the Q2
product of the r.m.s. of u and v. Throughout the Q2 1(t) - if sh

x 
< kxOshx k < 0

rest of this paper, second and fourth quadrant [sh <k
events will be referred to as Q2 and Q4 events, z z shz
respectively. Their detection is implemented as t

follows: 1(t) - 0 otherwise

Q2: l(t) - 1 if u < 0 Q4 IMt- 1 > 0S>uv >k'o i t sh <k ;
uv > k u v sh z < k z sh z

l(t) - 0 otherwise z zh
I(t) - 0 otherwise

Q4: (t)- 1 if U>0
v < 0 where I(t) is the detector function, sh and sh

x z
> k'aua v are the streamwise and spanwise shear fluctuations,

I(t) - 0 otherwise ashx and ashz are their respective r.m.s. values

and k and k are the detector thresholds.
x z

where a and ov are the r.m.s of the streaswise and

normal velocity fluctuations and k' is the Characterization of Various Classes of Wall Events
detection threshold. In this section, the characteristics of the

classes of wall events detected by the various
Shear Sensor Technique. This technique was techniques described above will be presented. In

developed in an attempt to be non-intrusive and to addition, the relationship between those events
allow the spanwise registering or centering of the will also be examined and their contribution to the
wall events over the detection probe. turbulence production will be evaluated.

Careful examination of the joint probability
density function of u and v in the near wall region Characteristics of Events Detected by the VITA
reveals that motions associated with a very large Techniaue. It has been shown before that the VITA
negative u have a very low probability of technique acts as a band-pass filter and selects
occurrence in the third quadrant. This signifies events associated with a particular time scale
that strong second quadrant motions can be detected related to the averaging time used. A typical
solely on the basis of u. The converse holds true signature of the velocity traces obtained for the
for strong fourth quadrant motions being detectable positive VITA technique (Vp) is shown on the top of
by a very large positive u. Hence, for strong Q2 Figure 2 for a non-dimensional averaging time of
and Q4 events, the quadrant can be inferred solely 10. The ensemble averaged signatures were obtained
by u on a statistical basis. Moreover, a strong u by educting the streamwise (u) and normal (v)
is most likely to be associated with a large v (and velocity components and the Reynolds stress (uv)
therefore turbulence production) due to the shape around the detection point. The detection point
of the Joint probability density function, was defined in the usual manner at the mid-point of

Due to the large degree of coherence of u in the period during which the short-time variance
the vertical direction near the wall (See Corke at exceeds the prescribed threshold. After removing
al., 1982, for example), this pseudo-quadrant their mean values, the velocity signals are
method can be extrapolated to the wall. Strong u normalized by their r.m.s. values. The Reynolds
in the buffer region is likely to be associated stress is normalized by the product of the r.m.s of
with strong instantaneous streamwise shear, sh . u and v. The time is counted from the detection

1-3
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point and is non-dimensionalized by inner This indicates that negative VITA events are also
variables. This normalization of the signals and associated with two Reynolds stress events, the
time will be used throughout the rest of this first of which may not be clearly brought out by
study. The threshold used in this figure was 1.0, the standard VITA detection technique.
but similar results have been obtained for other
values. Characterisitics of Events Detected by the

As observed by other investigators, the Ouadrant Technique. The ensemble-averaged
streanwise velocity exhibits a deceleration velocities and Reynolds stress signatures obtained
followed by a very rapid acceleration and slow with the quadrant technique for second quadrant
return to the average value. The normal velocity events (Q2) are shown on the top of Figure 4 for a
exhibits a positive VeaK (upward motion) followed threshold value k' - 3.0. The streanwise velocity
by a weak and relatively broad negative peak before exhibits a large negative peak and the normal
returning to its average value. The Reynolds component undergoes a large positive peak (upward
stress is characterized by a strong negative peak motion). The Reynolds stress is characterized by a
aligned with the negative peak in the u signal, very large and narrow peak. Thus, it is clear that
followed by a weak and broad peak after the second quadrant events correspond to ejections, i.e
detection point. The second Reynolds stress peak low speed fluid moving upward away from the wall,
is always weaker than the first one, especially for and that this type of motion contributes to very
short averaging times, large Reynolds stresses and hence turbulence

Most investigators have recognizeC only one production. Unlike the VITA detected events, the
Reynolds stress peak associated with VITA events. Q2 events are associated with one single Reynolds
Based on the existence of a small but broad second stress contribution and all peaks are centered at
peak after the detection of a positive VITA event, the detection time.
it was felt that there may be a second Reynolds The ensemble-averaged velocities and Reynolds
stress contribution which was not brought out stress signatures associated with fourth quadrant
properly by the detection technique, because of the events (Q4) are shown on the bottom of Figure 4.
poor registering of individual events and the These signatures were obtained for a threshold
resulting smearing by the ensemble-averaging k' - 3.0. The streamwise velocity exhibits a broad
process. Hence, the definition of the detection positive peak while the normal component displays a
point in the VITA technique was redefined to narrow negative spike. This type of event clearly
correspond to the location of the first u-peak represents the sweep of high speed fluid moving
followirg the normal VITA detection point. Using towards the wall and is associated with a very
this modified echnique, the same data were large Reynolds stress. As in the Q2 case, all
reprocessed. A comparison nf the ensemble averaged peaks are aligned at the detection point, although
velocities and Reynolds stress signatures of the broad streamwise velocity signature possibly
positive VITA events obtained for the normal and indicates the passage of the large disturbance
modified definition of the detection point is shown which initiates a very local downward motion.
oni the bottom of Figure 2. The detection parameters
used in this case are identical to those used for Relation Between VITA Technique and Ouadi-n.
the normal VITA detection above. The modified Technioue Events. In light 1 the previous
definition of the detection point clearly brings paragraphs, it is clear that the VITA technique and
out the second Reynolds stress peak while reducing the quadrant technique do not detect the same
and broadening the first one. This confirms the events. Given the prominent part played by both
conclusion that positive VITA events are comprised techniques in detecting turbulence-producing wall
of two turbulence-producing events occurring in events, efforts were made to understand the
rapid succession, but within a range of time relationship between those two classes of events
delays. Moreover, the normal VITA processing tends and their role in the turbulence production
to register the detection on the negative u-peak process. Close examination of VITA events reveals
and smears out the opposite phase sub-event, that each Reynolds stress peak is very similar to

The corresponding ensemble-averaged velocities individual second and fourth quadrant events
and Reynolds stress signatures of negative VITA detected by the quadrant technique. In other
events (Vn) have been also obtained as shown on the words, positive VITA events appear to be composed
top of Figure 3. The threshold and averaging times of a Q2 event (ejection) followed by a Q4 event
are identical to those used for the positive VITA (sweep) in rapid succession. Conversely, negative
events. The structure of the event appears VITA events appear to consist of a Q4 event
reversed, i.e. the u-signal exhibits a positive followed by a Q2 event. To further investigate
peak followed by a rapid deceleration to negative this apparent relationship, the location and
values and return to zero. The normal velocity strength of the Reynolds stress peaks,
exhibits a weak negative peak (downward motion) corresponding to second and fourth quadrant
followed by a strong positive (upward motion) peak, motions, and immediately preceeding or following
The Reynolds stress exhibits two peaks, with the VITA events were recorded. The Reynolds-stress
second one much larger than the first one. peaks chosen for this analysis were the closest

A similar redefinition of the detection point peaks belonging to the proper quadrant, within 20
was performed for the negative VITA event. In this visous time units from the VITA events. The
case, the detection point was defined at the search was performed for Reynolds-stress peaks both
location of the u-peak preceeding the normal VITA before and after the VITA events. For this
detection point. The ensemble-averaged signatures particular analysis, an averaging time Th of 10 and
obtained with the modified definition of the a threshold of 1.0 were used to detect VITA events. "-,
detection point is shown in the bottom of Figure 3. Figure 5 (top) depicts the probability of
This alternate definition of the detection point occurrence of Q2 and Q4 peaks before and after
increases the strength of the first Reynolds stress positive VITA events (Vp) as a function of the
peak while broadening and weakening the second one.
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absolute value of the time delay between the events are made of ejection/sweep or sweep/ejection
Reynolds-stress peaks and the VITA events. Again, sequences in rapid succession. To completely
this time delay has been non-dimensionalized with establish the equivalence, the data base was
inner variables. The figure shows a peak centered searched for Q2 and Q4 events occurring in rapid
near zero time delay for Q4 events occurring before succession. The velocity and Reynolds stress
Vp events and Q2 events occurring after Vp events, signals were ensemble-averaged about tie mid-point
The probability of such a succession of events of these sequences. Based on the results described
decreases rapidly to zero as the time delay above, a threshold (k') of 2.0 was used for
increases. The opposite succession of events, i.e. detecting individual Q2 and Q4 events. Furthermore,
Q2 before Vp and Q4 after Vp, is characterized by a a time window of 4 to 24 viscous time units was
broad probability peak centered around a delay of chosen to select pairs of Q2-Q4 or Q4-Q2. The
six to eight vibcous time units. Those successions choice of those values was based on the probability
of events correspond to the sequence proposed distributions presented earlier, and represent the
earlier. However, the peak near zero time delay most likely events in a pair. Figure 9 shows a
corresponding to Q4-Vp and Vp-Q2 sequences does not comparison between the ensemble-averaged velocities
agree with this scenario. It should be kept in and Reynolds-stress signatures of Q2-Q4 pairs
mind that all Reynolds-stress peaks are included (synthetic Vp) and true Vp. The streamwise velocity
here, regardless of their strength. Thus, a more signatures are in close agreement. The normal
meaningful way to judge the relative importance of component exhibits good qualitative agreement, but
each sequence is to weight the probability a higher amplitude is observed in the synthetic
distributions of the delays by the strength of the case. The Reynolds stress traces also compare very
peaks. This is shown in the bottom part of Figure well. The minor differences in the normal velocity
5. The only significant sequences are the Q2-Vp and Reynolds-stress traces can be attributed to a
and Vp-Q4 sequences, hence confirming that a better registering of the events in the synthetic
positive VITA event corresponds to a Q2 event case. The time scale of the two events matches
followed by a Q4 event. It should also be noted rather closely. A similar comparison between a
that the distribution of time delays for the Vp-Q4 negative VITA event and a synthetic (Q4-Q2) event
sequence is broader than for Q2-Vp, which is is depicted in Figure 10. The agreement is
consistent with the smearing of the second particularly good. Once again, however, the fins-
Reynolds-stress peak (Q4) in the ensemble-averaged Reynolds-stress peak is better resolved in the
VITA signatures. synthetic case. Incidentally, a comparable number

To confirm the significance of this result, of VITA detections and synthetic Q2-Q4 or Q4-Q2
the probability density distribution of the sequences was found.
strength of the Reynolds-stress peaks neighboring The link between VITA events and Q2-Q4 or
positive VITA events is shown in Figure 6 (top). Q4-Q2 sequences has just been conclusively
The most likely sequences (Q2-Vp and Vp-Q4) are demonstrated. However, a large number of Q2 or Q4
associated with significant Reynolds stress while events do not appear in rapid pairs and therefore
the Q4-Vp and Vp-Q2 sequences are weak (below 2.0). are not associated with VITA events. In other
In the bottom part of the same figure, the same words, only a fraction of the turbulence producing
probability distributions have been weighted by the events are tagged by the VITA technique. The
Reynolds stress to represent the contributions of percentage of the Q2 and Q4 population involved in
those sequencea to the overall production. This positive VITA events is shown on the top of Figure
figure illustrates the overwhelming importance of 11 as a function of their Reynolds stress
the Q2-Vp and Vp-Q4 sequences and confirms that Vp intensity. This figure indicates that only a small
events are comprised of significant Q2-Q4 percentage of the individual Q2 and Q4 events are
sequences. interacting to form positive VITA events. A

A similar analysis has been performed for the similar result is obtained for the Q4-Q2 sequences
negative VITA events (Vn). The probability and is shown in the bottom of Figure 11.
distributions of the various sequences are shown as
a function of time delay in Figure 7. The top part Characteristics of Events Detected by the
of the figure represents the regular probability Shear Sensor Techniuue. The ensemble-averaged
distribution, and the bottom part is weighted by wall-shear signatures obtained using the shear
the intensity of the Reynolds-stress peaks. This sensor detection technique are shown in Figure 12
figure shows that the Q4-Vn and Vn-Q2 have the (top) for deccelerated events, i.e second quadrant
largest probability of occurrence and those events. This figure depicts the streamwise and
sequences are most likely to exist with time delays spanwise wall-shear signatures obtained using
of six to eight viscous time units. Once again, thresholds of -1.9 and 0.7 in the streamwise (kx
the distribution of delays between Q4 and Vn is and spanwise (k ) direction, respectively. As
broader than between Vn and Q2, which explains the z
partial smearing of the first Reynolds-stress peak expected, no significant spanwise motion can be
in the ensemble-averaged signatures of negative observed, hence demonstrating that the detected
VITA events. Figure 8 depicts the probability events are symmetric about the detecting probe at
distributions of the Reynolds-stress intensity of the wall, at least in the statistical sense
the Q2 and Q4 events neighboring Vn events. The top (ensemble-averaged sense). The streamwise shear
part is not weighted while the bottom part is exhibits a strong single peak, very reminiscent of
weighted by the Reynolds stress. This figure shows the streamwise velocity signature obtained with tho
the importance of the Q4-Vn and Vn-Q2 sequences and quadrant technique for the Q2 event. More evidence
confirms that negative VITA events consist of a Q4 about the relationship between events detected by
event followed by a Q2 event, the quadrant technique and the shear-sensor

This processing clearly demonstrates that VITA technique will be given later.
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The ensemble-averaged wall-shear signatures In the study mentionned above, the
associated with Q4 events detected by the three-dimensional mapping of Q2 and Q4 wall events
shear-sensor technique are shown in the bottom of was performed using the non-intrusive detection
Figure 12. The thresholds used in this particular scheme based on wall-shear sensors. The reader is
case were 2.5 and 0.7 for k and k , respectively, referred to Guezennec and Nagib (1986) for a

A in complete description of the experiment and the
As in the Q2 case, the spanwise wall-shear results. It was found that these strong wall eventssignature is virtually zero, indicative of thearasoitdwhapirflrg-ce

adequate centering of the structures at the wall. a r soatith alpai olrgesale
The strcamwise wall-shear exhibits a strongcounter-rotating roller-like tructures. These
positive peak similar to the atreamwise velocity results are best summarized by looking at a
peakossciatpeak swmilr Q t s estecsed b y composite figure showing the streamwise evolution
peak associated with Q4 events detected by the of the vector maps of normal (v) and spanwise (w)

velocity perturbations associated with each event.
The Q4 event is depicted in this fashion in Figure

Relation Between Shear-Sensor Techniue and 17, and the Q2 event in Figure 18 Regardless of

Ousdrant Technioue Events. In order to validate the the mou nt in ihre to te

use of the wall shear sensor detection technique, a ensemble-averaging process used to generate those

similar analysis was performed to correlate events ms, vit i rt e s e etete t
detetedat he ell o scon an fouth uadant maps, it is clear that the structures detected at

detected at +the wall to second and fourth quadrant the wall have a very large scale and cannot be
+

events at y - 55 by an X-wire. Figure 13 gives the characterized as wall or inner structures. Although
probability distribution of delays between Q2 their shape is somewhat reminiscent of the

events detected at y+- 55 and those detected at the elongated streamwise vortices of Blackwelder

wall. The distribution is centered around zero time (1978), Hatziavramidis and Hanratty (1979),
Bakewell and Lumley (1967) or more recently Herzog

delay and is rather narrow. The probability (1985), they clearly represent a different

distribution of Reynolds-stress intensity at y - 55 structure which spans most of the boundary layer.
for Q2 events detected at the wall is shown in Also, they represent the dominant secondary motion
Figure 14. The unweighted distribution (top) in that region, while being intimately related to

• exhibits a peak around 2.5. The Reynolds-stress the strongest events at the wall. These
weighted probability distribution is shown on the roller-like structures have a typical spanwise
bottom, and clearly indicates that the shear-sensor extent of 400 to 600 wall units, and extend up to
detection technique recognizes strong second at least y+ of 600, especially in their downstream
quadrant events which contribute significantly tothe global turbulence production.pat

the a tur cesin produ eriorned tot corEvidence of such organized motion has been
The same processing was performed to correlate previously obtained, although in a totally

+

Q4 events at y - 55 using an X-wire probe to Q4 different context which did not link them to the
events detected at the wall by the shear-sensor wall events. This evidence stems from the work of
technique. The probability distribution of the Blackwelder and Kovaznay (1972). A composite of
time delays between the two events is presented in their iso-correlation contours is presented in
Figure 15. Once again, the distribution is Figure 19. The top part of the figure represents a
centered around zero time delay and is fairly vertical cut through the space-time correlation
narrow, which indicates the good registration of maps of streamwise velocity (Ruu) with respect to a
the energetic Q4 events by the shear-sensor fixed probe located near the wall at Y/6 - 0.03.
technique. The probability distribution of the The bottom figure represents isocorrelation

Reynolds-stress intensity at y - 55 for events contours of streamwise velocity (R uu) in a
detected at the wall is shown in Figure 16, both horizontal plane at y/6 - 0.5. The end view added
unweighted (top) and Reynolds-stress weighted on the bottom left corner of the figure represents
(bottom). This figure confirms the feasibility of the interpretation of these correlation maps in
detecting strong 04 events at the wall, and that light of the roller-like structures found in this
those events contribute significantly to the global study.
turbulence production. This figure clearly illustrates that velocity

fluctuations at the wall are strongly correlated
Discussion with fluctuations over a large portion of the

In a related study, Guezennec and Nagib (1986) boundary layer. These regions of correlated motions
are also inclined at a fairly small angle to thehave shown that wall-detected Q2 and Q4 events are wall. The spanwise correlation map is consistent

associated with large scale structures, but that with. The ppose moiosreicton the icosidend
their frequency of occurence scales with inner with the proposed motions depicted on the side, and
variables. Actually, the scaling of the frequency that can be induced by a pair of rollers. Since
of occurrence of individual Q2 and Q4 events has those are time-averaged correlation measurements,
not been established yet. However, the results no information can be inferred directly from them
presented earlier clearly demonstrate that their about the sense of rotation of the streamwise
mutual interaction is the VITA event, which implies rollers. Given a boundary layer thickness of the
that this interaction occurs at a frequency which order of 1000 wall units in our case (see Figure
scales with inner variables. The following section 1), the spanwise scale of the rollers found in this
will attempt to resolve this apparent dichotomy and study is commensurate with the correlation maps of
to formulate a model of the turbulent boundary Blackwelder and Kovasnay (1972). It is very
toe ossetwt heenwrslsadps important to note that the correlation maps werefindings t not conditionned on a wall event and encompass all

motions. Therefore, the agreement with the present
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data indicates that the newly identified rollers those obtained for the Q4 and Q2 event on
are the most dominant coherent motion in the centerline (See Guezennec and Nagib, 1986).
boundary layer. This is in good agreement with the results

The vortex line patterns of the presented in earlier, where positive VITA events\. ensemble-averaged flow field (See Guezennec and were shown to be made up of a Q2 event followed in
Nagib, 1986) are in reasonable qualitative time by a Q4 event (corresponding to a Q2 event
agreement with those of Kim and Moin (1986). A downstream of a Q4 event, as shown in Kim's data).
composite of their results is shown in Figure 20 The two cross sections presented in the middle and
for the Q4 and Q2 events. The differences may be bo"tom of Figure 21, illustrate the large scale
attributed in part to the imperfect spatial motions associated with both phases of the VISA
resolution in the experimental study. However, the (VITA) event. The scale of those structures in thequalitative features of the flow fields are spanwise direction is comparable to the cross-cuts
essentially the same. In line with the numerous obtained from the present data (see composite
investigations indicating the presence of hairpins Figures 17 and 18). The marking of Q2 and Q4
(see review above), Kim and Momn (1986) concluded events on the figure is based on estimates from the
from the same data that the hairpins are the present measurements.
predominant flow module associated with wall This spatial configuration o the VISA (VITA)
events. The general outline of the rollers found by events is consistent with the findings of the
Guezennec and Nagib (1986) was superimposed on present study. Due to their higher convection
their distorted sheets of vortex lines in Figure velocity (see Guezennec and Nagib, 1986), Q4 events
20. It can be seen that the rollers are not partially overtake Q2 events, creating near the
inconsistent with the hairpin-shaped eddies. In wall the region of sharp acceleration which is so
fact, they can induce the deformation of ' artex characteristic of positive VITA events. As it has
lines into, that particular configuration. In other been previously recognized, the positive VITA
words, the rollers are the cause, rather than the events may be more important for the production
result of the hairpin eoies. The predominant cycle than the negative VITA events. Here, it hashairpin orientation found in other studies (Head been established that the former is the result of
and Bandyophadyay, 1978, 1981; Perry and Chong, Q4-rollers catching up and interacting with
1982; Moin and Kim, 1985 and others) of 45 degrees Q2-rollers as depicted in Figure 21. The opposite
is also observed in that study. This is only signature of the negative VITA event is consistent
representative of the tilting and reorientation of with the Q4-rollers running away from the slower
the hairpins along the principal axis of strain by Q2-rollers, and hence this interaction is less
the mean shear once they have been deflected in the common.
normal direction by the rollers. In spite of the large size of the rollers

In other words, the rollers correspond to associated with wall events, most of the productioncoherent regions of instantaneous secondary flows, occurs near the wall (Klebanoff, 1954). This can be
They should not be considered as vortices in the easily reconciled by recalling that the production
inviscid sense, since vortex lines are threading in is proportional to the shear. Hence, it is clear
and out of them. This phenomenon is very that the site of maximum production will remain
reminiscent of the recent interpretation by confined to the near-wall region even if the
Williams (1985) of the so-called "lambda vortex" in Reynolds stresses associated with the large-scale
transitional boundary layers. He argues that the rollers is constant with height. It is in the near
coherent structure is not a vortex tube, but a wall layer that most of the turbulent kinetic
spatially coherent realignment of the vorticity energy is produced, and where the largest energy
vector. transfer between the mean flow and the turbulence

It is important to recognize that the occurs. Such mechanisms as vortex tilting and
large-scale roller-like structures are only stretching are much more powerful near the wall.
perfectly symmetric in the ensemble averages. This is supported by the results Guezennec and
Individual structures may have substantial Nagib (1986) who found that most of the high
asymmetries. These deviations result from the vorticity regions are located on the lower side of
complex and random features of the superposed range the rollers. This is true not only for Q2 eventsof turbulent scales. with ejection away from the wall but also for the

It is interesting that the presence of large Q4 rollers that sweep fluid towards the wall.scale roller-like structures can be inferred from Based on the present work and the wealth of
the results of an earlier paper by Kim (1985), available literature, a model of the main features
where the three-dimensional flow field associated of the turbulent boundary layer and their
with a VISA event was ensemble-averaged. The VISA interrelation is given in Figure 22. The least

* events are the spatial counterparts of the temporal understood part of this model is the evolution of
VITA events. A composite of his results is shown the large-scale coherent rollers from the
in Figure 21. The top part of the figure depicts intermediate scales of hairpin and inverted-hairpin
contours of equal perturbation streamwise velocity eddies. In particular, no clear mechanism is
on the centerplane of the event. The middle and documented for the growth of their transverse scale
bottom parts of the figure show the streamlines as they are tilted and convected. As far as the
associated with the secondary flow in the frequency of their interaction which has been
cross-stream plane, at sections A and B, upstream termed the VITA event, one can argue that it must
and downstream of the event, respectively. The be related to the frequency of their formation.
perturbation streamwise velocity contours clearly Therefore, it is not inconsistent that it scales
delineate the succession of two very large inclined with inner variables since the origin of the
structures, one on each side of the detection intermediate hairpin scales lies in the wall layer
point. Each of those structures is very similar to and its instabilities.
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SPECKLE PHOTOGRAPHIC MEASUREMENT OF

TURBULENCE IN AN AIR STREAM WITH FLUC-

TUATING TEMPERATURE

R. Erbeck, W. Merzkirch

Lehrstuhl fUr Stromungslehre
Universitat Essen
D-4300 Essen, F.R.Germany

ABSTRACT data can be derived from a whole-field record (flow

The deflection of laser light passing through visualization). With optical visualization methods,

the mildly heated, turbulent air stream in a low- which are sensitive to changes of the fluid densi-

speed wind tunnel is measured by means of speckle ty, one integrates the information along the light

photography. This optical whole-field method pro- path through the flow field. It is therefore not

vides a dense distribution of data values of the possible to determine, by simple means, the in-

deflection angle in the field of view. When iso- stantaneous, three-dimensional density distribution

tropic turbulence is assumed, it becomes possible in a turbulent flow. Uberoi and Kovasznay (1955)

to calculate the correlation function of the three- have proposed a method that allows one for deter-

dimensional, turbulent temperature (or density) mining the spatial correlation function of the flu-

field from the correlation function of the plane id density from the turbulent pattern recorded with

distribution of measured deflection angles. Spectra a shadowgraph. This method requires the existence

and characteristic length scales are determined and of isotropic turbulence in the flow, an assumption

compared with cold-wire data reported in the lit- that replaces the missing information in the third

erature. direction. Uberoi and Kovasznay failed with verify-

ing the proposed procedure because it is not pos-

1. INTRODUCTION sible to derive quantitative data from a shadow-

Fluctuating values of density and/or tempera- graph. The same is true for the cases of the schlie-

ture in turbulent air flows have been measured by ren method or interferometry; these classical opti-

means of the cold-wire technique (see e.g. Petit cal techniques are not appropriate for providing

et al., 1985). Though a number of corrections for the necessary quantitative data for turbulent flows

the interaction between the mechanical probe and with fluctuating density.

the flow have been proposed, the measured data in- It had been shown by Wernekinck et al. (1985)

clude a certain, usually unknown error due to this that quantitative measurements in turbulent density

mechanical interaction. If one determines spatial fields can be performed by means of speckle photo-

correlation functions of the density or temperature graphy. With this novel technique, originated by

* data measured with one probe at a fixed position Kdpf (1972) and by Debrus et al. (1972), one meas-

and as a function of time, it is necessary to make ures the deflection angles of light rays which have

use of Taylor's hypothesis, the application of passed through a respective flow; i.e. the informa-

which requires the existence of a constant mean tion is similar to that obtainable with a schlieren

convective velocity in the flow. This assumption is system, but the information is quantitative and the

the less valid the greater the distance over which technique has a number of advantages over the clas-

the spatia. correlation is done. iral optical methods, as discussed e.g. by Werne-

A true spatial correlotion is possible if the kinck and Merzkirch (1986). The method of speckle
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S photography is applied here for studying the iso-

tropic turbulent flow downstream of a turbulence 8 ,AMA IIrTfII
I I AM I A ,, I

grid in a law-speed wind tunnel . Weak density Fltic- FFFF IM IFIFFFI

tuations are generated by means of electrically }T ,,,,sF
heated grid wires. The experimental conditions are LA SER

chosen such that a comparison with cold-wire re- MFTFFF

sults from different sources becomes possible. The ',U TO
analytical step, by which the correlation of the 6t ASS

measured light deflection is converted into the - MIRROR

correlation of the density, is performed in analogy HOLOGAPHIC OBJECTIVE I'lla ING

Pt ATEHOLER LENS

to the proposal by Uberoi and Kovasznay (1955),

however with a certain modification because the Fig. 1: Optical set-up for taking speckle photo-

shadowgraph reacts on density changes in a differ- graphic measurements of the light deflec-tion in a flow with density differences
ent way than the speckle technique The result of

the experiments and of the data processing is a tographic plane is imaged onto a vertical plane be-

true spatial correlation of the turbulent density ing at a small distance to the left of the ground

field, and the flow is not mechanically disturbed glass in Fig. 1. This optical arrangement has been

since the applied technique is an optical method, described by Wernekinck and Merzkirch (1986). A

* A detailed description of these investigations has pulsed ruby laser serves as the light source. Two

been given by Erbeck (1986). exposures are taken on the same photographic plate:

the first without flow, the second with the flow
2. EXPERIMENTAL METHOD AND FLOW CONDITIONS and the heating system turned on. With the first

The experiments have been performed in a small, exposure one generates, on the photographic film,

low-speed wind tunnel with a quadratic test section a reference pattern of optical speckles as caused

of 457 x457 mm2 . Nearly isotropic turbulence is by the granular structure of the ground glass. Due

generated by a quadratic grid of mesh size M=41mm. to the light deflection in the density field, the

One mesh size downstream of the turbulence grid is speckle pattern obtained in the second exposure is

a system of vertical, electrically heated wires displaced with respect to the reference pattern,

whose spacing is equal to M. With an applied volt- the displacement giving information on the deflec-

age of 130 V and an electrical current of 18 A, the tion angle : in each point (x,y) of the field of

wire surface temperature is estimated to be 8000 C. view. This displacement can be measured with the

This heating of the air flow results in mean values "point-by-point" reconstruction method, a standard

of the temperature fluctuation in the order of VIC. method of speckle photography (see e.g. Gartner et

The mean flow velocity is kept at 3.5 m/s, and the al., 1986). An automated version of this evaluation

Reynolds number formed with the mesh size M is procedure (Erbeck, 1985) is used here; it provides

about 10,000. Geometry, heating system, and flow a large number of data values E (xi,y j ) from each

conditions closely match the conditions of a number double-exposure. Such a large number of data is

of reported experiments in which the temperature necessary for performing a reliable statistical

fluctuations were measured with a cold-wire probe analysis of the measured deflection angles. The da-

(Mills et al., 1958; van Atta and Yeh, 1972; Sepri, ta are stored in the memory of a micro-computer

1976; Warhaft and Lumley, 1978). that controls the automatic evaluation.

The optical set-up is shown in Fig. 1. A hori- The optical experiments are performed at two

zontal, parallel beam of laser light, 80 mn in dia- axial positions, x/M =18 and x/M =34, downstream

meter, is directed through the test section, normal of the turbulence grid. It should be noted that the

• to the tunnel axis. The vertical mid-plane of the photographic double-exposure ("specklegram") can

- flow is imaged onto a plane ground glass. The pho- also be analyzed with a method ("spatial filter-
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ing") that provides a visual pattern analogous to a

schlieren record (Wernekinck and Merzkirch, 1986). 1

3. DATA ANALYSIS

The distribution of the light deflection angle 0,5

e(x,y) is available in the field of view, a circu-

lar area of 80 mm in diameter. x,y are the coordi-

nates in the recording plane, z is the direction

of the parallel light beam. Instead of x,y a rec- 0

tangular coordinate system p,q is applied 10 50 C/mm

which might be rotated with respect to the x,y sys-

tem. The speckle photographic measurement delivers -0,5

the two components, Ep and eq, of the deflection

angle e. The correlation function R q of the com- Fig. 2: Normalized correlation function of the de-

in the points (p,q) and is flection angle eq for the correlation ta-
ponent q (P+ ,q+n) ken in p-direction (symbol ) and in q-
formed according to direction (symboi Ii).

Rq(,n) = <cq(P,q)'eq(P+E,q+n).> AV (1) spatial-filtering of the the specklegram (see

above). Such a record produced by this reconstruc-

where the symbol <...>AV designates an integration tion method (Fig. 3) indeed shows more frequent

over the whole field (see e.g. Hinze, 1975). Values changes of sign in vertical (q-) direction than in

of E q exist in a finite number of measured points horizontal (p-) direction.

,nPi=,1 with 0 < pi , m, 0 < qj < n. The correla- The relationship between deflection angle E and

tion of Eq in p-direction (symbol ) is calculated fluid density p

as L

Rq(p,q) = K ap(pq,z) dz , (4)
R (E=T,n=) = R cqL(T) (2 a q

REqj Eq1  (2) 0

1 m-
- m E e (i,q).e (i+T,q)

Ti=0q q

and the correlation of eq in q-direction (symbol,,)

is

R qH=0,n=T) = R (T)
Eq E.q. ....

+j- n E qp,j)'Eq(P,j+T)

j=0 q q

Eqs. (2) and (3) are finite approximations of the

correlation function (1). The approximation is the

better the higher the values of m and n.

* The two correlation functions of cq, formed in

either the p- or q-direction, are shown in Fig. 2

for an experiment taken at position x/M =18. R qII

has positive and negative values, while R qi is

only positive. A change in sign of the correlation Fig. 3: Reconstruction and visualization of the

function should cause a change from bright to dark turbulent density field by means of spa-
fheh tial filtering.

.;TV or vice versa in the visual pattern obtained by
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with K being the Gladstone-Dale constant and L the

width of the test section in z-direction, can be R,

introduced in eq. (1). The result is a relation- 1.0 -- ppLkIP photoqruphy

ship between R q and the correlation function of \ Mills et at (1958)

the density, R (&,-,r): \  van Atta & Yeh 11972)

LL Sepri(1978)
Rcq( ,n) - K ()
R-eq RV(,n,) dz 'dz" (5) O' \

Correlation is formed between density values at

points (p,q,z') and (p+&,q+n,z'+r), and z" =z'+ C.

Simple integration and setting L-- gives

0.0

R (,r) = 2 Ki L 2 R( , , cj dr . (6) 05 10 15 2,0 ' Ut

Fig. 4: Normalized correlation function of the
For isotropic turbulence, the correlation functions temperature, R*, as function of the non-
do not depend on direction, and they are only func- dimensional ralial distance. Speckle meas-

urement taken at the axial position x/M=18.
tions of the radial distances i, resp. r: Referred data were taken for x/M positions

of 17 (Mills et al.), 35 (van Atta and
Yeh), 40 (Sepri).

dial distance r/M. Since measurements have been

taken from the specklegram every 0.4 mm, it is not

R () - 2 K2 L 2 R (At-2) d . (7) possible to resolve individual measurement points
cq 1 in the speckle results. The maximum distance over

A further simplification is possible for the two which a correlation can be performed is the diame-

cases designated above by the symbols I und ii. The ter of the field of view, i.e. r=80 mm or r/M =2.

resulting equations can be inverted (for details The speckle photographic result is compared with

see Erbeck, 1986), the result of the inversion is cold-wire data from different sources. Since these

data have been taken as a function of time t and in

(" , 3a) a flowwithamean convective velocity U, the spatial
PL K' T: - RrqiiT) 'd1, correlation of the cold-wire results is referred to

a radial distance U.t. It should be noted that

R (r) = 1 I K R U) d, (8b) there is a difference in the axial position x/4

pr - -  ( where the individual experiments have been per-r formed. If one resolves the curve of speckle meas-

With eqs. (8) one has the correlation function of urements with a much finer radial scale, it becomes

the density expressed explicitely as a function of evident that the curve starts at r=0 with nearly

the correlation function of the measured deflection horizontal slope.

angles. The integrals in (8a), (8b) can be evalua- Fourier analysis of the correlation function

ted by standard methods. With the gas equation and allows for determining the one-dimensional energy

assuming a constant pressure, it is possible to re- spectrum ETI. In Fig. 5, the spectra of the speckle

place the density by the temperature. measurements at axial positions x/M 18 and x/M =34

are compared with the result of Sepri (1976). The

4. RESULTS limiting frequencies or wave numbers k1 for the

The normalized correlation function (correla- speckle results are determined by the diameter of

tion coefficient) of the temperature, R*, is shown the field of view (80 mm) and the smallest distance
'T'

in Fig. 5 as a function of the non-dimensional ra- between measurement points in evaluating the speck-
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distance x/M (Fig. 6), give information on the de-

E,,(k,i cay rate of the turbulence. The two data points of

the speckle measurements agree well with respective10
]

, cold-wire data also shown in Fig. 6. From this dia-

,ran one can conclude that the heating of the flow

10' and the turbulence intensity in the present experi-

ments were such that a comparison with the referred

data is allowed. Only the experiments of Lin and

Lin (1973) have been performed with a much higher

heat input.

The micro-scale XT has been determined both
10\ from the curvature of the correlation function for

r- O and from the slope of a straight line through

1o' \the (two) data points in Fig. 6. The result, given
0 as a function of x/M (Fig. 7), is in reasonable

agreement with the data of Mills et al. (1958) and

van Atta and Yeh (1972). A relatively large error
o 0 ,.0 is of course attributed to the values that have

F been derived from the curvature of the correlationFig. 5: One-dimensional energy spectrum ETI as

funspeckle method, numberL k I8 function. The turbulent macro-scale LT is deter-
-- speckle method, x/L = 34

Sepri (1976), x/L = 39

10 '0 , 60 8 0 X

M

,o'* ; AtLy;.h(_ 9?l Fig. 7: Turbulent micro-scale X'T
06

0 2 6 610 20 40 6080100 0 05,

. 0I.
1 n Y1 Fig. 6: Decay of the turbulence intensity with in-

~~~~~~creasing axial distance. . .... ...,....
02 n i,-, t , lhlA721

SeMpIre 1976 -- T '

5
;egrau ci.4 ,m). The - 3 law is nnt cle~arly yeri- 01

feI ) 3 ( 1 . ' 0 0 80 90 100 0

l- The mean temperature fluctuation Tr; is given
M by the v.Al>e of the correlatinn function at r 0.

These values, plotted as a function nf t~he axial Fig. 8: Turbulent macro-scale LI.
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mined by an integration of the correlation func- Erbeck, R. 1986: Die Anwendung der Speckle-Photo-

tion, and the values are compared with results from graphie zur statistischen Analyse turbulenter
Dichtefelder. Dissertation, Universit~t Essen

the same sources (Fiq. 13). (F.R.Germany).

Gartner, U.; Wernekinck, U.; Merzkirch, W. 1986:
5. DISCUSSION Velocity measurements in the field of an inter-

Correlation measurements in an air flow of iso- nal gravity wave by means of speckle photogra-
phy. Exp. Fluids 4, 283-287.

tropic turbulence and with density and temperature
fluctuations have been performed with an optical Hinze, J.O. 1975: Turbulence. McGraw-Hill, New

York.

whole-field method based on speckle photography.

This experimental method is non-intrusive, and it Ln, Shih-Chun; Lin, Shao-Chi 1973: Study of
strong temperature mixing in subsonic grid

allows for performing a true spatial correlation turbulence. Phys. Fluids 16, 1587-1598.

of the measured data, without making use of Tay- Mills, R.; Kistler, A.L.; O'Brien, V.; Corrsin, S.

lor's hypothesis. First experimental results are in 1958: Turbulence and temperature fluctuations

good agreement with respective cold-wire data from behind a heated grid. NACA Technical Note 4288.

different sources. The turbulent macro-scale LT Petit, C.; Paranthoen, P.; Lecordier, d.C.; Gajan,
determined by an integration of the correlation P. 1985: Dynamic behaviour of cold wires in

heated airflows (300<T<600 K). Exp. Fluids 3,

function exhibits the most pronounced difference 1063-1075.

between the results from the two experimental Sepri, P. 1976: Two-point turbulence measurements

methods. With only two experimental points from downstream of a heated grid. Phys. Fluids 19,

the new technique available, it is somewhat diffi- 1876-1884.

cult to come to a definite conclusion explaining Uberoi, M.S.; Kovasznay, L.S.G. 1955: Analysis of
difference. It is believed that the new method turbulent density fluctuations by the shadow

this dmethod. J. Appl. Phys. 26, 19-24.

is more relaole, when the correlation is performed
over large distances. The higher values of LT from Van Atta, C.W.; Yeh, T.T. 1972: Spectral transfer

LT of scalar and velocity fields in heated-grid

the speckle measurements are a consequence of the turbulence. J. Fluid Mech. 58, 233-261.

higher values of the correlation function for large Warhaft, Z.; Lumley, J.L. 1978: An experimental

r. Whether the speckle technique delivers the more study of the decay of temperature fluctuations

reliable data for this length scale has to be in- in grid-generated turbulence. J. Fluid Mech.
88, 659-684.

vestigated with additional experiments.
In the present application, the method relies Wernekinck, U.; Merzkirch, W.; Fomin, 4.A. 1985:

Measurement of light deflection in a turbulent
on the existence of isotropic turbulence. If this density field. Exp. Fluids 3, 206-208.

assumption cannot be made, it becomes necessary Wernekinck, U.; Merzkirch, W. 1986: Measurement of

either to develop another model that replaces the natural convection by speckle photography. Pro-
condition of isotropy , or to directly measure the ceed. 8th Int. Heat Transfer Conference (San

• Francisco), Hemisphere, Washington.

instantaneous, three-dimensional 
distribution of

the fluid density, e.g. by means of a tomographic

processing of the optical data. This will be a

subject of future experiments.
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A PRELIMINARY INVESTIGATION INIO

THE REAL-TIME IMAGE ANALYSIS OF A

VISUALIZED '111RI t[I' WAKE

N. Toy and C. Wisby,

Department of Civil Engineering,

University of Surrey,

Guildford, Surrey, U.K., GU2 5XH.

ABSTRACT more rapid velocity fluctuations. The fraction of

the total time that the signal is 'turbulent' is

A novel technique is presented that attempts called the intermittency factor Y , where the

to utilize modern digital imaging co-cepts in intermittency function I(x,t) is defined by:

conjunction with traditional smoke flow

visualization to obtain quant tative flow 1 1 : point (x,t) in turbulent region

information. Statistical information regarding the I(x,t) =

turbulent/ non-turbulent interface associated with 0 : point (x,t) in non-turbulent region

the wake region of a thin, sharp-edged flat-plate

model held normal to a uniform flow are presented. More extensive studies of intermittency were

Flow information is derived from a real-time video conducted initially by Townsend (1948) and Corrsin

digitization procedure operating with a standard and Kistler (1955).

or solid-state video detector device. The

information presented includes autocorrelation The mechanism by which a turbulent medium

functions and associated derivative shedding propagates into a non-turbulent medium is a

frequencies, probability density distributions, particularly interesting and challenging problem.

higher-order moments, intermittency functions and An easily observable and obvious mechanism for the

mean wake interface locations. lateral growth of turbulent shear flows is the

large-scale eddies, which have been found to play

a central role in the entrainment process

1. INTRODUCTION (Townsend (1970)). Any complete explanation of

entrainment must also include a description of the

It has been appreciated for many years that small-scale activity associated with the

free turbulent flows such as jets, wakps and turbulent/ non-turbulent interface. Theoretical

boundary layers exhibit a sharp interfaco kytween ,xplanations of intermitttncy and ontiain,nt hav,

an interior region of turbulent flow and an been undertaken (Phillips (1972), Corrsin and

external region of non-turbulent or irrotational Kistler, Townsend), but a precise specification of

flow. Observations of the signal from a hot-wire the instantaneous interface position would appear

probe placed near the outer edge of such a flow to be a theoretical pre-requisite.

were first reported by Corrsin (1943) who

identified two distinct signal contributions, The determination of the intermittency

r w indicating slow and smoothly varying velocity function in experimental Fluid Mechanics generally

fluctuations indispersed with sections of much requires the establishment of an arbitrary
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descriminating characteristic in order to define a indistinguishable from turbulence. Fiedler and

flow as either turbulent or non-turbulent. Head concluded that the photo-electric probe

Ideally, the condition for a flow to be defined as revealed folding in the boundary layer which was

turbulent or not, involves the determination of later confirmed by results obtained using velocity

the variance of the vorticity fluctuations. In probe techniques (Imaki (1968)). The use of smoke

practice, this is not easily obtainable, and a as a passive contaminant to distinguish turbulent

simplified descriminator, such as velocity from non-turbulent fluid relies on the smoke being

fluctuations is more often employed. Velocity rapidly diffused throughout the entire turbulent

probes such as the hot-wire and pulsed-wire fluid. The results obtained appear to indicate

anemometer are widely used in turbulence that such an assumption would not be unreasonable,

measurement, although hot-wire signals used as although this must remain open to conjecture at

a turbulent/ non-turbulent descriminator are present.

complicated by potential motions induced in the

non-turbulent fluid by pressure fluctuations. More recently, a number of attempts have been

Other passive scalars (such as excess temperature) made to utilize digital image prccessing

are also used as the descriminating scalar (Fabris techniques to enhance traditional flow

(1984)), the turbulence condition being satisfied visualization capabilities. Measurements of

when the value of the chosen scalar exceeds a instantaneous concentration fields have been

given threshold level. reported by Schon et al. (1979), this work being

developed to study dispersion problems (Balint

For many years experimenters have introduced (1982)) and stack emissions (Schon (1984)).

tracer elements into flow regimes in order to Jimenez (1984) presented an interesting and

qualitatively observe instantaneous, large-scale revealing study of a two-dimensional mixing-layer,

flow patterns. Combined with cin6 or time-lapse the results being presented primarily as pseudo

photography, visualization techniques provide the three-dimensional representations, capable of

most direct method of describing detailed complex complex viewing orientations. Restrictions were

flow patterns. Flow visualization has also been encountered with these and other techniques with

previously used to provide direct quantitative respect to obtaining quantitative statistical

data, intermittency measurementi; within a ix)undary information, there having been an average of only

layer being conducted using smoke as a passive a few hundred frames considered in each case.

contaminant (Fiedler and Head (1966)). In these

experiments a photo-electric probe was focussed The present study has attempted to

onto an illuminated boundary layer. When smoke incorporate the established technique of flow

passed through the focal point of the probe lens a visualization with a digital image acquisition

signal was generated which was used as the system in order to obtain quantitative,

interface detector. A comparison was made between statistical information regarding the turbulent/

the photo-probe and a hot-wire (situated as close non-turbulent interface. Preliminary studies have

together as possible) and the results reportedly been conducted using a thin, sharp-edged

confirmed the identity of smoke with turbulence tlat-plate model held normal to a uniform flow.

distributions, although there were some Real-time video digitization of the visualized

discrepancies. The inconsistencies observed wake region combined with a software implemented

between the photo-probe and hot-wire intermittency edge detection algorithn has allowed data analysis

functions were thought to be due to the concerning the interface motion to be performed. A

photo-electric probe distinguishing a narrow good statistical population has been ensured by

region of smoke-free fluid in a location where the considering samples of no less than 5,000 images,

hot-wire recorded a velocity fluctuation with a possible 100,000 available, if required.
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2. EXPERIMENTAL DETAILS 3. IMAGING EQUIPMENT

A specialised low-speed smoke tunnel facility A DEC Micro PDP 11/73 has been interfaced

has been constructed in the Civil Engineering with an Imaging Technology IP-512 Imaging System

Department of the University of Surrey. The which incorporates a high-speed video digitizer

working section of the tunnel is 0.75m x 0.624m and frame buffer. The IP-512 system allows images

and freestream velocities of up to 15 m/s are to be digitized, stored and displayed to a

capable at a turbulence intensity of approximately 512 by 512 pixel resolution at 8-bit accuracy

0.2%. An efficient smoke filtration system located offering 256 grey levels. The frame buffer permits

at the tunnel exit allows the continuous simultaneous host access via an I/O port and

introduction of smoke into the working section paired register configuration. A single 256 Byte

whilst maintaining an open-return configuration, input look-up table and three separate output

Experiments were conducted on the wake of a thin, look-up tables (R, G, B signals) are individually

sharp-edged flat-plate (50.8mm in width) which programmable allowing variable grey level

spanned the side of the tunnel. The wake of the assignment and pseudo-colour display output.

plate was visualized using a passive smoke Images are acquired as sequential, non-interlaced

contaminant and a low-power 5 mW He-Ne laser fields and have a corresponding resolution of 512

projected normally through the wake region. When pixels horizontally by 256 pixels vertically. A

viewed with a video camera of either raster-scan recent addition Lu Lite imaging equipment has been

or solid-state technology, the laser beam a solid-state 'snap-shot' video camera. This

illuminated a bar of smoke the ends of which device allows a variable image integration time

coincided with the turbulent/ non-turbulent ranging from 1 to 20 mS whilst maintaining a

- interface (Figure 1 shows a schematic standard 50 Hz output. The camera is manufactured

representation of the experimental arranqement). in the U.K. bv E.E.V. Ltd.

Turbulent Wake

Real-Time

video Display

Smodel ~ , 5rw He-Ne RGB

Laser Micro Output
PDP1 1/7 I

0

-Analo:.g Prces s o r A

CCD Video Camera

_bus Frame Buffer FB-512

FIGUPE 1. SCHEMATIC REPRESENTATION OF EXPERIMENTAL RPRANGEMENT
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4. RESULTS A series of experiments has been conducted at

various downstream locations in the wake of the

Initial experiments have been undertaken with flat-plate model at the plate mid-span section, at

a thin, sharp-edged flat-plate model held normal a constant freestream tunnel velocity of 2.0 nrs

to the flow direction. The flat-plate spanned the (Reynold's number of 6,800). Figure 4 represents

working section of the tunnel and represented an the calculated mean wake interface locations and

area blockage of 8.14%, with a length to width variance for various downstream stations. Figure 5

aspect ratio of 14.76. The use of end-plates has represents the intermittency functions associated

been restricted in these experiments due to the with the aforementioned downstream stations,

nature of the video technique. Results have been locations X/D = 9.0, X/D = 11.0 and X/D = 12.0

obtained at downstream locations ranging from having been omitted in order to avoid confusion

3 plate-widths to 12 plate-widths, and at caused by the close proximity of the curves.

freestream tunnel velocities of between 1 and

6 m/s representing a Reynold's number ranging from A further series of experiments has been

3,400 to 20,400. conducted at a single downstream station of

X/D = 5.0. The probability moments and vortex

Figure 2 represents a typical 'twin-edge' shedding frequencies obtained at various

probability density distribution function obtained freestream velocities are presented in Table 1.

using the imaging technique. The functions

represent the possibility of encountering the wake Vel. Mean Variance Skewness Kurtosis Freq

interface at any chosen spanwise location at a nVs X/D X/D Hz

particular streamwise station, at a given instance

- in time. Given the symmetrical model and assuming 1.0 1.485 0.853 0.704 3.190 2.95

a two-dimensional flow regime, it may be expected 2.0 1.419 0.851 0.687 3.130 5.90

that the two probability functions be symmetrical. 3.0 1.371 0.802 0.601 3.002 9.00

Associated with the probability density 4.0 1.283 0.809 0,578 3.441 11.97

distributions are the higher-order moments such as 5.0 1.265 0.765 0.505 3.564 15.05

the skewness (third moment) which in terms of the 6.0 1.240 0.760 0.381 2.953 17.95

velocity gradient describes the rate of production

of vorticity and kurtosis or 'flatness factor' Table I. Moments and Shedding Frequencies

(fourth moment) which descibes the deviation from

a normal distribution, as well as the previously Figure 6 indicates the variation of the

described intermittency function which represents non-dimensional Strouhal number (expressed as

the cumulative probability distribution. n * D / U, where n is the shedding frequency, D is

the normal dimension of the model and U is the

Time-dependent interface motion fluctuations freestream velocity) with Reynold's number, for

were analysed using the autocorrelation function, the aforementioned downstream location of

k defined as: X/D = 5.0. The Strouhal numbers presented have not

Lirm, f (t f (t +T) d - been corrected for the blockage effect of the

R" T) = f " ...... model.

-'I-, f (t).fM d'

A typical autocorrelation function for both wake It is not intended to interpret the results

interfaces is presented in Figure 3. Subsequent obtained at this stage, as this would inevitably

* spectral analysis of the autocorrelelogram yields require presumptions concerning certain procedural

any associated dominant frequencies such as the characteristics, some of which are still to be

vortex shedding frequency of the turbulent wake. completely evaluated.
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5. DISCUSSION facility. Video, however, offers real-time,

instantaneous image acquisition, recording and

The primary objective of this study has been playback (if desired). The standard European video

to examine the possibility of combining the rate is 50 Hz which indicates that each image

traditional and well-established technique of flow field is normally comprised of a 20 mS integration

visualization with a modern digital imaging system period (raster timings ignored), thus leading to a

in order to obtain statistical flow information, degree of image blur for a moving image and

The results presented in this paper illustrate providing an upper limitation in frequency

that it is possible to obtain statistical analysis of 25 Hz. With regard to the

information regarding the turbulent/ non-turbulent consideration of blur, an attempt has been made to

wake interface. There are, however, inevitable reduce this with the adoption of a variable

limitations associated with the technique which integration time solid-state camera. This device

must be fully appreciated. The restrictions of the provides integration periods of between 1 mS and

present system may be overcome in the future with 20 mSG whilst maintaining a standard rate video

the implementation of some improved hardware output. Solid-state CCD (Charge-coupled Device) or

facilities, although it has always been one of the CID (Charge-injection Device) video cameras also

principal objectives of this study to utilize offer a possibility of obtaining higher framing

standard, commercially available image analysis rates in order to increase frequency range

and acquisition equipment. capabilities. In comparison to traditional

raster-scan type video cameras, a solid-state

The desire to utilize a real-time video device offers superior stability in both spatial

imaging process has some disadvantages compared to and temporal characteristics. Individual pixel

the more traditional recording medium of cin6 characteristics often vary within any given CCD

film. The most important considerations when array, and it has been established that the

comparing a video system with that of cin6 are a statistical analysis of a CCD array line may

loss of sensitivity, a reduction in resolution and reveal pixel characteristics with regard to

a lack of an economic high-speed recording various light intensities.

3-7I
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A further procedure that may also lead to the It is envisaged that future investigations

possibility of a random-sampling technique along concerned with the temporal statistics associated

similar lines to that described by Gaster and with the light intensity fluctuations of

Bradbury (1975) for the pulsed-wire anemometer, individual pixels from within the wake region will

may be the adoption of a shuttered light source, also provide some useful flow information. It is

also proposed to study the thin, sharp-edged

Investigations to-date have been concerned flat-plate model at varying angles to the

with single location, time-dependent wake freestream flow as well as to consider other

interface motions. It is envisaged that the two-dimensional model cases.

provision of alternative lighting facilities could

enable concepts such as spatial and auto-spatial

correlations to I* investigated. Present 7. ACENOWLEDGEMENTS
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A STUDY OF THE FLOW STRUCTURE

OF TIP VORTICES ON A HYDROFOIL

T.B.Francis and J.Katz
Hydraulics Department

Purdue University
West Lafayette, Indiana 47907

ABSTRACT sure difference between the two sides of this sur-
face must disappear at the tip. This fact means
that spanwise pressure gradients of opposite signs

A detailed study of the tip vortices generated exist on both sides of an aerofoil. These gra-
on a NACA-66 series hydrofoil was performed in the dients induce an inward lateral flow on the suction
Purdue University towing tank. The investigation sd and an outward flow on the pressure side.

included flow visualization experiments and pres- When the two flows meet near the tip, a trailing
sure measurements performed under various test con- vortex is formed which can cause severe problems inditions,.otxi omdwihcncuesvr rbesi

many applications of lifting surfaces. For exam-
Laser induced fluorescence was utilized as the ple, the vortex trailing a helicopter blade willLasr iducd fuorscece as tilzedas he effect the performance of the blade that follows,

means of flow visualization. An argon ion laser t theipeforce ofute blae tha fos,trailing vortices produced by large planes pose a
beam was expanded into a thin sheet of light which hazard to smail planes passing through them, and
then sliced a vertical and lateral cross section of the susceptibility of the low pressure region in
the flow field. Rhodamine dye was injected either the vortex core to cavitate can contribute to
from the model, or spread in the water upstream of noise, vibration, and erosion in pump and marine

i.This dye then became visible in the laser
propeller applications. As a result, many studies

sheet, unobstructed by the rest of the flow field, have been performed to investigate tip vortices,
The image was then recorded by a TV camera which the associated scaling trends, and the various
trailed behind the model. means for alleviating their effects. This subject

was reviewed by Platzer and Sounders (1979) who
Pressure measurements were performed with a provided a brief summary of about 150 reports. The

scanning valve and a specially designed pneumatic majority of the literature is associated with the
control system. An extensive number of ports were aircraft industry (about 80% according to Platzer
located on the model surface from which pressure and Sounders) and thus concentrates mainly on the
information was gathered. This information was wake behind a wing, particularly the far field
routed through an A-D conversion and stored in a phenomena. The region of cavitation inception,
computer, namely the rollup region near the tip, received

much less attention, and very little is known about
Results obtained from the flow visualization the flow structure there.

experiments showed several clear trends. First,
the size of the tip vortex increased as it
developed downstream along the hydrofoil chord.
Second, the size of the tip vortex increased and BACKGROUND

its center line became more detached as the angle
of attack of the foil was increased. Third, the Several generations of models that describe
tip vortex experienced a size reduction and an out- the roll-up process of tip vortices have been
ward center line shift as the speed (Reynolds developed over the years. The original simplified,
Number) was increased. Additionally, secondary inviscid, concentrated vortex model was developed

vortex structures Including shear layer eddies were by Lamb (1932) and modified by Batchelor (1964) who

clearly visible in most flow visualization images. introduced the axial velocity to the analysis.
Moore and Saffman (1973) proceeded further by

Results obtained from the pressure measure- incorporating the effects of viscosity. Most of
ments provided the information necessary to deter- the existing predictive schemes that relate the

mine the effect that the tip vortex and secondary wing load distribution to the vortex structure are

vortex structures had on the hydrofoil performance. based on the work of Betz (1932) which was modified
by Donaldson (1975). This theory uses the momentum
equation of an inviscid fluid to relate the struc-

INTRODUCTION ture of the vortex sheet behind an isolated wing to
the structure of a single fully developed vortex.

Trailing and tip vortices are formed on a Donaldson demonstrated that a single rolled-up vor-
lifting surface with a finite span since the pres- tex could not exist in the immediate vicinity of
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i the lifting surface and developed a criterion for near the tip. A comparison of their experimental

the number of these vortices based on the load dis- results to the model developed by Betz demonstrated

tribution. This technique was applied successfully that the theoretical analysis over-estimated both

by Yates (1974) to study the wake behind airplanes the circulation and velocities in the trailing vor-

dring take off and landing. tices.

Extensive numerical studies were performed by As noted before, the majority of available

Bilain et al (1977) who claimed that Betz's model information about tip vortices is related to the

was satisfactory as long as the trailing vortices aircraft industry. Experiments with marine pro-

did not merge (straining of a vortex on another pellers, such as the work of Bosswell (1971), Chan-

one). They suggested that substantial reduction of drashebhara (1976) and Kuiper (1979) are scarce,

wake hazards could be achieved by proper generation most of them are limited to measurements of cavita-

of multiple vortices with wing flaps. This conclu- tion inception indices, and some (Kuiper, for exam-

sion supported previous experimental observations pie) include surface-oil- flow-visualization %tu-

by Corsiglia et al (1976) . Other numerical stu- dies. Experiments with stationary hydrofoils were

dies were performed by Shamroth (1979), Chen and Wu carried out by McCormick (1962), the effect of the

(1983), and Mansour (1984). Most of these models, sweep on hydrofoil cavitation was Investigated by

however, cannot describe the fine details of the Crimi (1970), cavitation on a series of rectangular

roll-up process of the tip vortices and, as a foils was studied by Billet (1975), and velocity

result, do not provide a reliable tool for predict- measurements around elliptical wings were performed

Ing the associated cavitation phenomena. by Arndt et al. (1985). These studies demonstrated

that the conditions for the onset of cavitation

Some of the main parameters affecting the (and thus the pressure fleld) depended strongly on

roll-up process have been identified by experimen- the Reynolds number and the hydrofoil's boundary

tal studies. McCormick's (1962) cavitation stu- layer, particularly separation.

dies, for example, led him to hypothesize that the

vortex core radius depended strongly on the boun- The severe problems associated with the tip

dary layer near the lifting surface tip. This vortices motivated the development of various tech-

hypothesis was supported by Grow (1969) who meas- niques for alleviating their effects. As summar-

ured the tangential velocity near the wing's tip ized by Platzer and Sounders (1979), these tech-

and observed that boundary layer tripping resulted niques included the add1tcr of end-plates,

in a substantial increase in the core radius and a splines, bulbs, honeycombs, contravanes, winglets,

decrease in the tangential velocities. Detailed porous tips, and injection of liquid from various

velocity measurements with hot wire anemometers ports located near the tip. Some severe measures,

were also carried out by Corsiglia (1973) who iden- such as the design of wing tip mounted propellers,

'K ' tified an inner rotational vortex core, in which are discussed by Loth (1984). Since most of these

the velocity grew with the radius, and an outer methods result in substantial reduction in perfor-

irrotational region. This work was followed by mance, only a few can be applied to pumps and

Francis' (1976) velocity measure'ents which demon- marine propellers. Some techniques, namely the

strated that the vorticity generated by the boun- roughened or bulbous tip, a porous hydrofoil (pas-

dary layer in the pressure side of the wing sive injection), and several forms of fluid injec-

migrated around the tip to the suction side. This tion were tested in a water tunnel by Sounders and

vorticity and the external flow field induced an Platzer (1981). They observed that each of these

outward flow near the tip of the wing's suction methods resulted in a substantial reduction in the

side. Platzer and Sounders (1981) confirmed the cavitation inception indices and concluded that the

existence of this outward flow with surface-oil- roughened tip was the most effective method. This

flow-visualization studies, state of knowledge leads to the present project

that focuses on detailed observations on the

Large scale experiments were described by effects of the Reynolds Number, wing geometry, and

McCormick et al. (1968) who observed that the incidence angle on the flow structure around the

tangential velocity in the vortex core decreased tip of a hydrofoil.

and the core dimensions increased with increasing

distance. The strength of this vortex was found to

be much smaller than the predicted theoretical DESCRIPTION OF THE APPARATUS

values (about 16 percent). Near-field velocity

measurements in the wake of an aircraft were per- A functional description of the flow visuali-

formed by Mertaugh et al (1977) who demonstrated zation system is presented In figure Ia, further

the trend of the vorticity generated at the trail- details are provided in figures lb,c and a photo-

ing edge of a wing to roll up into a single vortex graph of the test facility is presented in figure

core. Detailed surveys of the flow in the wake of 2. In this setup the 8 watt Argon Ion laser (out

rectangular and swept wings were carried out also of which 3 watts are emitted at 514.5 nanometers)

by EI-Ramly and Rainbird (1977). They demonstrated is located on the towing tank carriage, inside a

that within the range of experiments (up to 13 cooled, dust free, vibration isolated container.

times the wing span), the vorticity shed at the The output beam is directed by several mirrors into

wing's trailing edge was never fully rolled up to a the illuminating foil, expanded to a thin sheet by

single concentrated vortex. Their studies led them a cylindrical lens, while its thickness is reduced

to conclude that the strength of the tip vortex to about 0.5 mm with a tong focal length spherical

depended strongly on the spanwise load distribu- lens. Rhodamine dye can either be injected from a

i1_ on, or more accurately on rapid variation of the large number of ports located on the surface of the

. loading and the nature of boundary layer separation model, or by seeding the water in the tank shortly
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before each run. The image created by the dye in nification can be changed so that the area shown on
the illuminated sheet is focused by a series of the entire screen of the TV monitor ranges from 1 x
high resolution lenses and recorded either by a TV, I to 20 x 20 inches.
35mm, or a high speed camera. The magnification
and resolution of the image is controlled by a A special transversing system has been
proper choice of lenses, and the details in each designed and constructed for the flow visualization
frame can be varied by changing the concentration studies to allow for maximum flexibility in testing
of the dye. In the present configuration the mag- various types of models. This setup consists of a

(Ia) main strut support that carries the model and two
smaller struts, the first one directs the
illuminating laser beam, and the second one con-
tains the collecting optics that lead to the cam-

. era. All three components are shown schematically
in figure la, the details of the main strut are
displayed in figure Ib, and the smaller struts are

presented in figure Ic. The model support can be
transversed vertically and laterally, and once the
proper location is reached, the entire system can

-~ *be locked rigidly to a particular position. The
entire structure is heavily supported and extremely

S- , rugged to minimize the vibrations. The illuminat-
ing strut is located six inches from the wall of
the towing tank and can be transversed axially~(motionwise) so that any desired section on and

-behind the model can be illuminated. This strut is
Scomposed of two overlapping hydrofoils, and its

length can be changed by extending the inner foil
(1b) from the outer shell. The strut containing the

periscope that leads to the camera usually trails

abou 10 eetbehind the model. It is also com-
posed of two overlapping parts and mounted on a

tranaversing system that allows motion both in the
axial and lateral direction. The axial movement of
this periscope can be coupled with the illuminating
foil by a lead screw in order to keep the
illuminated section focused on the camera when the
light sheet is shifted. This feature prevents the
need to refocus the camera lens whenever the
observed section is changed. If necessary, the

location of the two struts can be switched in order
to slice the flow field axially and observe the
image laterally. The output from the TV camera can
be observed on a stationary monitor and recorded on
a high resolution video recorder.

(1c)

;:.r;,,,;

Fig. 1 a: A sketch of the flow visualiza-

tion system
b: A schematic of the main support

& pressure system
c: A schematic of the illuminating

and collecting optics support Fig. 2 Towing tank test facility
mechanism
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Spr Figure lb also contains a description of the

pressure measurement system to which the output of pressure in the core of a Rankine vortex, P , can

the taps on the surface of the model are connected, be expressed as

The plastic tubes leading from the test body are 2

connected to horizontal capillary glass tubes posi- P - P 2 ()

tioned normal to the direction of carriage motion. c 2 r
2 

r
2

Each tube contains an air-water interface, so that c

the lines downstream contain only air. These Lines where r is the radius of the core, p is the liquid
are connected to a scanning valve that contains a densityc1 r is the circulation and P is the pres-
pressure transducer. Since the scanning rate of sure at infinity. r of a wing can be directly
the valve is slow, it cannot cover more than 10 related to the lift coefficient, CL, by
ports during a single run. Therefore, the system

requires a mechanism that freezes the pressure in r -V C C (2)
the lines until the valve completes the entire L

cycle. This system consists of a clamp, two gas The equal sign is replaced by a proportionality
cylinders, a solenoid valve that leads to a source relationship since the tip votex is not fully
of high pressure gas, and a central system. Before developed and as a result some of the wing circula-
the towing tank carriage starts slowing down, an tion is still outside of the main vortex. Thus:
"electronic eye" activates the solenoid valve which
directs the high pressure supply to the cylinder. p - p- C L
The clamps then squeeze the plastic tubes and C = c e _ L (3)
freeze the pressure in the lines leading to the pc L V2

scanning valve. After the carriage is brought to 4r rc

rest, the valve is activated, the output of the If we assume that the onset of cavitation occurs
transducer is digitized and fed into a computer, when P is equal to the vapor pressure, P , then
When the scanning process is completed, the clamp the cavitation inception index, a1, defined y
is released and the system is ready for new meas- -

urements. This setup has been calibrated care- -i v
fully, and the maximum error was found to he less 0 1 2. (4)

than one percent. 20 v

RESULTS is related to the pressure coefficient by

P -P
Several samples of the flow structure around a + C 1---- 0 (5)

the tip of the hydrofoil are presented in figures - PC 1  2

3-6. These photographs are organized in three 2 p
sequences that demonstrate the dependence of the or
flow geometry on the location along the chord (Fig.
3), the freestream velocity (Fig.4), and the angle
of incidence (Fig.5). The existence of several C2 C2

secondary flow structures, which will be discussed o -IL (6)
later, can also be observed in some of the photo- r-
graphs, particularly in figures 3a, 5a, and 6. A c
Large number of such video images have been Thus, a reduction in the radius of the core results
recorded and analyzed during the course of the in an increase in the values of a . This scaling
present study. The size of the tip vortex is trend of the tip vortex radius was already
presented in figure 7 and the distance (horizontal suspected by McCormick (1962, 1968) and an increase
and vertical) between its center and the wing tip in the inception indices with the velocity was
is summarized in figures 8 and 9. Several clear observed by Sounders and Platzer (1981) and Arndt
trends become readily evident from the results. et al. (1985).
Firstly, the diameter of the vortex, and the loca-

4 tion of its center grew with the distance from the Thirdly, an increase in the incidence angle
Leading edge. As a matter of fact, some of the resulted in a substantial increase both in vortex
Lines in figures 7-9 suggest that the growth rate size and its distance from the surface. This trend
is almost linear. Secondly, an increase in the is evident by comparing the photographs in figure 5
freestream velocity resulted in a substantial and the plotted data in figure 7-9. Since the
reduction in the tip vortex size and an outward incidence angle affects the dimensions and extent
shift in the location of its center line. This of the (laminar) separation zone on the foil (par-
scaling trend is demonstrated both in figure 4 and ticularly at high incidence) the vertical distance
in the sequence of measured dimensions, between the vortex center and the surface may be

related to the extent of separation. This rela-
For example, at an incidence angle of 80 and tionship will be investigated in the future, when

x/c - I, the vortex diameter changed from D/C - the choidwise cross section of Lhe flow near the
.075 to 0/C - .063 when the free stream velocitr tip will be visualized simultaneously with the
was increased from I ft/sec to 5 ft/sec. At 5 transverse sections.
incidence, and x/c - 0.69 the diameter decreased
from D/C - .027 at I ft/sec to .020 at 5ft/sec. An attempt was made to incorporate the data in

4 0 This trend has a direct impact on the conditions figures 7-9 to a single empirical relationship.
for the onset of tip vortex cavitation since the The resulting expression for the vortex diameter
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(5a) (5b)

Fig. 5

A sequence of photographs display-
ing the dependence of a tip vortex

on the incidence angle. The velo-

city is approximately 2.6 ft/sec and

the locatiLn is x/c = 0.82

(a) incidence angle = 20

(b) incidence angle = 50

(6a) (6b)

Fig. 6

Primary & secondary flow structures
at:

(6a) cross section (x/c) - 0.92
angle of incidence - 50

speed = 0.. ft/sec.
(6b) cross section (x/c) - 0.46

angle of incidence - 80
speed = 0.2 ft/sec

appears to be the left of the tip vortex, and then seemed to wrap

around the main vortex until it reached the sur-
D/C - F(x/c,a,Rec)-G(a,x/c)H(Re,x/c) (7) face. Other secondary structures that appear to be

shear layer turbulent eddies are demonstrated is

where: figure 6. These vortices were mostly visible at

-0. low speeds and disappeared probably because of the
G(a,x/c)-.9(x/c) (2.1-2(a+l) (x/c)

-
] slow recording rate of the video camera at higher

3 0.6 -0.6 velocities. Future studies with high speed photog-
H(Re,x/c)-[0.75+1.45*10 (x/c) (Re ) raphy and shorter exposure times will clarify their

role at higher speeds. The effect of these vor-
where a is the incidence angle and Re is the Rey- tices on the size and strength of the main struc-
nolds VC/v. A comparison between tfiis expression ture will also be verified in the future when the
and measured vortex size, is presented in figure wing geometry at the tip will be modified to a

10. Here, the values of D/C are plotted against a rounded shape.
modified horizontal scale defined by the presently
obtained imperical relation. The agreement appears The spanwise distribut nas of the surface

to be much better in the lower range of F, that is pressure coefficient for a velocity of 5 ft/sec at
higher speeds and lower incidence angles. Finally, various ncidence angles and cnordwise location
as was already noticed before, the region near the (X/c) are presenti J in figure 11. Samples of the

tip contains several secondary flow structures. chordwise distribution are also presented in fig-
Figures 3a and 5a display counter rotating vortices ures 12 and 13. A few trends, some of them

* 0 to the right of the main stricture. This secondary surprising at first, can be noticed from these
vortex appeared first in the upstream regions to results. Firstly, at 00 and 20 incidence there is

4-6
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a dip in the spanwise distribution around Z/S = 0.9 TIP VORTEX DIAMETER . t

(Z being the distance from the root of the foil and AN
S is the semi span). This dip disappears at higher vE .5clro .5 FT/S . AT IRNLI 0

incidence angles. The explanation to this V

phenomenon exists in figure 3a and also in 5a that 100

display the secondary structures on the hydrofoil.
These counter rotating vortices are much more dom- ,l

inant at lower incidence angles and as a results

their effect on the pressure field is noticeable .067-

only at 0
°  

and 20. Unfortunately, the available /
literature does not provide any meaeurcd pressure "

distributions at low incidence on the NACA-66 /
hydrofoil close to the tip. As a result the .03(
presently observed phenomenon could not be compared
to other results. However, discussions with T.J.
Mueller revealed that he measured negative lift m

coefficients on the NACA-66 foil at an incidence 0 _

angle of 10. Thus, traces of a counter rotating 0 !20 00 !80 1

tip vortex should be expected at these low angles. X/Cl A

Secondly, another pressure dip which is probably VEL:KI0T 1.0 F7/5
associated with the main tip vortex exists beyond /
Z/S - 0.95 on all the distributions of figure 11 --0
irrespective of the incidence angle. This dip is
also demonstrated in figure 12 particularly close /
to the trailing edge, mainly at Z/S = 0.96 but also / 7
at ZIS - 0.89 and 0.94. Not, that the lowest value/

of C on the hydrofoil is related to the tip vortex
(by Pcomparing the results in figures 12a-12c), and
as a result this region which is mostly susceptible e".

to cavitation inception. Thirdly, at incidence n 0 ,
2 0.0

angles beyond So (Figures 12 and 13) the pressure
distribution provides an evidence of boundary layer (0/Cl

separation at X/C <0.2. The indications of a
separation zone still persist close to the VELOCITY 2.0 FT/S

hydrofoil's tip (fig. 12c), but the flow becomes .067/

- three dimensional, ar. a nharp spanwise pressuie /
gradient in the minimum pressure is clearly evident
(see also figure 11). Finally, as shown in figure
13, the root of the hydrofoil affected the pressure .03__

distribution, particularly the minimum value of C ,

mostly up to Z/S = 0.2. Traces of these rogt -

effects are less clear but still evident also in -

figure 12a. 2 :8V 0 ,2o NO tO !0 .

SUMMARY AND CONCLUSIONS VELOCITY A. TS

>.06
Flow visualization of the rollup process of

tip vortices on a rectangular hydrofoil was per- / -"/
formed in a towing tank by utilizing laser induced
fluorescence. The results demonstrated that the
tip vortex size increased with the distance from .03 3'' 'I
the leading edge of the foil and with the incidence I' . " I/
angle. An increase In the free stream velocity, .-- .
however, resulted in a reduction in the vortex " -

diameter and in an outward shift in the location of 0 :20 40 to : 0 i.0
its center. Observations of the fine details of Sx/C'

athe flow made possible with the experimental setup .06 VFLOCI
T

Y s 5.0 rT/
'"revealed several secondary structures including a a;07 FOCY5. Tc

counter rotating vortex on the surface of the foil,
and shear layer eddies generated near the wing's I -

tip and entrained by the main vortex. Surface0 7 A
pressure .e03urements demonstrated the effect of

the secondary vortex structures at low Incidence. -. ,"

They also revealed that the region with the lowest .40 ...-
surface pressure was located near the trailing edge

close to the wing tip where the tip vortex was -LO 20 1 xi !40 .60
* developing.

Fig. 7 Measured dimensions of the tip vortex
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Abstract is common to the organized motion in the boundary

The flow structure in the turbulent wake layer and that in the wake from a viewpoint of

behind a thin symmetrical airfoil was observed by the fundamental mechanism of the turbulence.

means of a novel smoke wire technique. The smoke Therefore, we examined the wake flow from the

emission was conditioned hy the detection of low- turbulent boundary layers, which is a non-

speed lumps of fluid in the turbulent boundary equilibrium relaxation flow between an upstream

, layer near the trailing edge. The flow equilibrium flow and another downstream self-

visualization pictures reveal that the structure preserved flow. This paper aims to understand the

in the near wake flow is affected by the coherent structural development of the turbulent wake from

motions in the turbulent boundary layer and that the turbulent boundary layers : how does the tur-

the flow field contains the large-scale motions bulent structure produced in the wall shear flow

with rolior-like structure at. the outer region of change along the free shear flow and affeci the

the wake arid the ;mna 1]1;r-scale vortical motion structure of the wake? The Lagrangian observation

near the wake center. The large-scale motion in is no less important than the Eulerian measure-

the wake is explained by a model of a pair of ment for understanding the turbulent structure.

vortex rings which i: similar to that of' the co- The evolution of organized structure in the turbu-

herent motion in the turbulent boundary layer, lent wake can be observed by means of the flow

visualization technique with a conditional
1. Introduction

sampling.
Turbulent wake from the turbulont boundary

layers has been investigated hitherto. Turbulence 2. Experiments

quantities in the near wake of a thin fiat, plate 2.i Apparatus

were measured by Chevray and Kovasznay(1969), The experiment was carried out in a low-speed

Toyota and Hirayama(1979) and calculated by wind tunnel with a 50cm x 50cm cress-section. The

Launder et 91.(1975), Pope and Whit,,tnw(1976), turbulent intensity in the free stream wans 0./ %.

however, few investigations of the organized A wood symmetrical airfoil was used, whose dimen-

motion in such a flow has been done. On the other :iions are 180cm chord, 50cm span and 1cm maximum

hand, the organized motions in the turbulent thickness. The leading edge profile is an ellipse

boundary layer and in the fully developed whose long axis is 10cm and short axis is 1cm

turhuLerit waike haive beei in vestigulae enrmnumi y. and the trail 1ing e~dge angle is tan 1 /80). The

But the mechanism of the ordered motions has riot airfoil was mounted in the wind tunnl. Tripping

been well under;taod yet. There have been many wires, 3mm in diameter, were used as turbulence

controversial model : for the understanding of the generators installed at 46 cm from the leading

turbulence. The motivation of the present edge. The Reynolds number based on the boundary

investigation is to r-searoh the mechani:m which layer momentum thickness en at the trailing edge
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was OoUo/,-735. Measurements of' the turbulence ty and the Lurbulence level profil , att different

were taken with a single channel constant tern- span positions, and the flow was uniform over 75%

perature hot-wi r--, anemometer. Th hot-wi r'oc were at, the trailing edge and over 70% of the span at

made of tungt;ten wi re of 0.O05mri in diamtier and the last. down.;tream station, x-8Otcm, where wake

1.25mm in length (DANTEC miniature probe 55P11). measurements were taken. No detectable periooic

Two dimensional turbulent components were measured components oi" stationary secondary flows were

by a two-color Laser Doppler Anemometer found in the bouneary layer near the trailing edge

system(DANTEC: Optical Unit 55X, Counter Processor by a wave analyzer measurement.

55L90a, Frequency Shifter 55N10) and Minicomputer The characteristics of the turbulent boundary

(DATARAM: Minicomputer System DEC: Terminal layer near the trailing edge(x=-5cm) were the

VT240). The measuring volume is 0.09mm in diameter following: conventional thickness(u/Uo=0.99)

and 1.1mm in length. A mixture of glycerin and 6=4.5cm, momentum thickness e=0.41cm and shape

water was used as the seeding liquid and injected parameter H=1.4. The mean velocity profile and

from the inlet of the wind tunnel. The free stream the distribution of intensity of velocity fluctua-

velocity was 2.;'-?./. The origin t 1, :iitivitod t ion it, x -5om are shwn in FiiguTn i. They show

at the midspan of the trailing edge. The x-axis is the typical turbulent boundary layer. At the

taken in the a treamw ic direot ion, the z-axis i; trailing edge, the friction velocity is found to

in the spanwise Iir'etior and the y-ax i. is normal ble u,/[Jo 0.04J. Thi:; valu1 is obt:ined by using

to the x-z plane as shown in Figurel. Clauser's logarithmic law. The rondimensional

thickness of the trailing edge is uy/v=2 ; much
2.2. Flow visualization system smaller than the viscous sublayer.

Flow aspects were visualized by the smoke of
Figiure 3 presents the ordinary mean velocity

paraffin liquid emitted from a heated nickel- and the velocity fluctuation distributions in the

chrome wire of O.2mm in diameter. The smoke wires near wake. Symmetry of the distributions is found

were suspended in the x-z plane and x-y plane as
to be excellent. The flow of the center portion

shown in Figure 2. One or two hot-wire probes were changes rapidly but the outer portion remains the

i located in the turbulent boundary layer ani same as the boundary layer at the trailing edge.
situated at Xhw upstream of the smoke wire and at Figure 4 shows the y components of mean velocity
Yhw above the airfoil surface. Those hot-wires

in the near wake measured by LDA. The mean flow
can detect the low-speed fluids in the turbulent toward the wako center can be. seen just behind the

boundary layer. When the low-speed fluid pass the
trailing edge. But the magnitude of y components

hct-wire, a trigger signal is generated. The trig- decreases rapidly at the far downstream station.
ger signal is delayed through an electric retarda- The velocity profile begins to change to a more
tion circuit and turns on a smoke generation

switch. The retardation circuit can make various begins to widen only very gradually. The absence
delayed times. Velocity signals of the hot-wire o' any significai- pressure gradient in the wake

were recorded on a computer memory during the time is verified by the constancy of the momentum

before and after the trigger signal was produced. thickness in the downstream direction. Figure 5

The smoke lines were illuminated with a xenon tube shows the distribution of mean velocity defect at

which could be triggered several tim,; succes- the tar downotram iitences, x=6Ooa, x70m end

sively. The pintur,;s of :Bmok(, war': taken in two x=80em, where bi represents half the width at half
directions simultaneously, that is, f=rmm side and depth of the wake. The self-similar mean velocity
downstream directions or from above and downstream profile can be verified. The values of the half-

direct_ )ns. width of the wake are plotted in Figure 6.

3. Experimental results; Before taking a conditional picture, the

First the two-dimensionality of th,- flow was frequency of the detection of low-speed fluid in

checked by measuring the conventional mean veloci- the turbulent boundary layer was examined at
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variou:3 threshold vol tage lev,!is of a hot-wire. We located at Yhw0.7cm.

used the frequen(Cy of about one time per 30 Figures 11,12,13,1/, and 15 are the pictures

second, of one smoke line with multiple exposure. A smoke

Figure 7 shows the smoke picture in the x-y line is generated by discharging a condenser of

plane. The hot-wire probes are located at Xhw=Icm capacity 870wF charged up to 300 Volts. A hot-wire

and Yhw=-0.5cm. The smoke is emitted from the last, is located in the boundary layer of the upper

left smoke wire and other wires refer the length surface, at Xhw=2.4cm and Yhw=P.mm. In order to

scale of x=5cm in breadth. A condenser of rapacity understand the mechanism of the organized motion

870uF was charged up to 180 Volts and many smoke in the wake, we use a model which war presented in

streaks could be emitted. The inhomogeneous large- the turbulent boundary layer flow by Kobashi and

scale motions, in the scale of order 6, can be ichi4o(1984). Figure 16 is a schematic view of the

seen in the outer layer of wake, and which is large-scale motion near wake. Figures 11 and 12

inclined to the y axis;. We can ohserve the are the side view pictures, where a smoke wire is

streaks descending and ascending at the forward suspended in the y direction through the plate.

and backward portions of the large-scale motion, The photographs of a line smoke were taken by the

which implies thal. the large-scale motion has the successive stroboscope light whose flashing inter-

circulation around itself in the x-y plane. The val was 27ms. The last right. smoke line arrives at

nonturbulent irrotational flow can be seen between the self-preserved region of the wake. We can

the large-scale motion:; in the interfae layer. observe the large-scale motion in the outer layer

Because the low-speed lumps were detected on both which has a transverse vorticity. The smoke streak

upper and lower sides simultaneously, such motions lifted up in the inner layer of the boundary layer

can be seen on both sides in the outer layer of begins to descend in the wake and is merged into

the wake. No holes of vacant smoke can be seen the neighborhood of the wake center. On the other

- .. ear the wake center. The flow in the inner layer hand, the smoke streak in the outer layer is

is more homogeneous than the outer layer, but transported with the large-scale organized motion.

the small-scale vortical motions are observed near Some of the pictures show the streak of the oppo-

the position rf maximum turbulent intensi ty. site side to be transporled toward lh wake center

Figure 8 show: ih, ::idhe ind on(l views of lhe flow as sliown in Figure 11. Figure 12 shows a rather

near the trailing edge. The hot-wire:; an located small coherent motion, but represents the exist-

apart at the distance of zu./v-40 from the smoke ence of the circulation in the x-y plane. Figures

wire. The flow pattern is :,imilar to that of the 13 and 14 are the top view pictures, where the

turbulent boundary layer. The low-speed fluids arc interval of a stroboscope light is 55ms. A smoke

lifting up on both sides and the z components of wirD is located at Ys=3.9cm in Figure 13 and at

velocity exist. Ys=2.2cm in Figure 14. The low-speed streak behind

Figure 9 shows the low-speed streaks in the the hot-wire can be seen and two pairs of high-

inner layer of the near wake. The smoke wire is speed and low-speed streaks exist on both side.

suspended parallel to the trailing edge, where The smoke line is contracted in the z direction

Xs=2cm and Ys=0.57cm. lot-wires are placed at in Figure 14. We can realize the large-scale

Yhw=0.7cm. From the end view the low-speed streak motion inducing the z components of velocity from

near the hot-wire ran be soon lifting up and toe fact that the streaks are contrncted in the

other streaks are also 1 ifting up. Figure 9 also spanwise direction. On the other hand, Figure 15

represents thie hot-wire signals be:fore and after sihows the contrary structure, that is, the high-

the time of trigger signal which is Indicated by speed streak behind the hot-wire and two low-speed

the arrow:; in tho rigure. The :;,mp] ing interv,,i streakson both side:.

was Ims. Figure I) ;tows thfe l'l,,w lifting up near These feats suggest that the large-scale

the hot-wire, where the smoke wire is located at motion in the wake has the structure of a contra-

Ys=1.1cm in the direc tion and the hot-wire is rotating eddi- r found by Grant(1958) and another

5-3



A
double-roller eddies found by Payne and Reynolds-stress turbulence closure. J. Fluid

Lumley(1967). We assume the ex'stence of a pair of' Mech. 63-3, 537-566.

vortex rInrs i;i I Iu!;trt,!d in Fifor, 1( , whi oh 5. Toyota, K. nod IIlrayama, N. 1 079: Otudy on the

have 't Grant, ,ype aLnd n P:iync typo ntr lr ionr wake of IaL p1 ato. Tr;i 1 . of JSM 1"

at the front head and at the tail and the circula- (in Japanese),40-326, 3021-3028.

tion in the x-y plane. The pair vortex rings in 6. Paync, F.R. and Lumley, J.L. 1967: Large eddy

the boundary layer lie in the inclined plant? at a structure of the turbulent wake behind a circu-
the boundaryllayer.lieytsthelindln1dpiano at.

small angle to the wall and generate a bursting lar cylinder. Phys. Fluids, 10, 194-196.

mechanism by stretching in the netghborhood of 7. Pope, B. and Whitelaw, J. H. 1976: The calcu-melationsof near-wakeiflow. J.eFluidhMoch.o73-1

the wall. They are ejected in the near wake and lation of near-wake flow. J. Fluid Mech. 73-1

located in the outer layer of the wake, where 9-32.

their top roof is at the interface layer and the

bottom is near the position of maximum turbulent

fluctuation in tht. wake as illustrated in Figure

16. They are inclined at a large angle to the wake

center. The structures of the wake are consisted

by them.

4. Conclusions

The wake h,!hirid n symmtri-' I tI hin ni rfoi I

was observed by maoi of' a smoke wire techniqu.,

with a conditional sampling. The counter rotating

roller-like vortical motion exists in the wake,

which is an inhomogeneous large-scale motion. On

the other hand, the smaller-scale motion is homo-

geneous near the wake- center. The organized motion

generated in the turbulent boundary layer develops

in the wake and has the counter rotating roller-

like structure like a Grant type at the front

head and a Payne type it the tai I.. The hot tom of

large-scale motion is- near the posiltion of maximum

turbulenl fluctuation. Thes;e, are expla ined by

using a model of the evolution of a pair of vortex

ri',gs in the turbulent boundary I nyor presented by

Kobashi and Ichijo.
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A FLOW-VISUALIZATION TECHNIQUE

FOR EXAMINING COMPLEX THREE-

DIMENSIONAL FLOW STRUCTURES

J. T. Kegelman

McDonnell Douglas Research

Laboratories

St. Louis, Missouri 63166

ABSTRACT in the reattachment zone. The dominant

A new flow-visualization technique is spanwise and streamwise length scales for

presented for examining complex flow struc- the reattached flow are established by the

0 tures by use of a scanning laser-light reattachment process. Qualitative informa-

sheet and a high-speed video system to- tion about these processes is best obtained

gether with image-processing techniques. with flow-visualization techniques; how-

Exiting techniques, such as two-dimen- ever, none of the existing techniques has

sional laser-light-sheet techniques, yielded significant insight into the mecha-

* schlieren and shadowgraph methods, are In- nisms active in large-scale, three-dimen-

adequate for characterizing three-dimen- sional structures.

sional large-scale structures in flows. The utility of the more common flow-
The new technique allows the three-dimen- visualization techniques is limited in this

sional images to be reconstructed and flowfield. Flow-seeding techniques, such

transferred to a graphics processor for as smoke and dye injection, allow only vis-

rotation, translation and close-up examina- ualization of the outermost surface of the

tion. The technique Is being developed to large-scale structures. Most schlieren and

allow real-time processing of flow images. shadowgraph techniques yield an image that

results from diffraction of light due to

1. INTRODUCTION density changes, integrated along the light

The flowfield created by a two-dimen- path across the flowfield; cor.sequently,

sional, backward-facing step is being in- spanwise details of the three-aimenslonal
vestigated at the McDonnell Douglas structures are lost. Standard laser-light-

Research Laboratories (MDRL) to improve sheet, focusing schlieren, and focusing

characterization of the dynamics of sepa- shadowgraph techniques yield only a two-

rating and reattaching shear layers. The dimensional image of flows which are gener-

large-scale vortical structures that devel- ally regarded as three-dimensional.

4 op In this flowfleld are predominantly two- Illumination of the flowfleld with a

dimensional upstream of reattachment. scanning laser-light sheet, the key feature

These structures rapidly become three- of our technique, leads to a truly three-

dimensional as they Interact with the wall dimensional image. The quasi-three-dimen-
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sional images of Jiminez et al. (1983) were Three aspects of the optical system

obtained with a fixed light sheet oriented require special attention: 1)laser beam

transverse to the flow zo that the third divergence, 2)mirror surface quality, and

dimension of the resulting image was ac- 3) electronic synchronization. The laser

tually simulated by local variation with used in the present configuration is a 4O-W

time. copper vapor laser with a special set of

unstable resonator optics which reduce beam

2. OPTICAL SYSTEM divergence to less than 0.7 mUlliradan.

The optical arrangement for the present Low beam divergence is essential for pro-

technique Is illustrated in Fig. 1. The ducing a thin light at the focal plane of

beam from a pulsed laser is spread into a the system. The beam emitted by the laser

sheet by reflection from a cylindrical is 6.0 cm in diameter and can be focused

mirror. The mirror is mounted on the arm down to a 2.0-mm thick light sheet by the

of a galvanometer which rotates about an parabolic mirror, as illustrated in Fig. 2.

axis perpendicular to the cylinder axis. Without the unstable resonator optics in

Because the cylindrical mirror is placed at the laser, the light sheet can be made no

the focal point of a parabolic mirror, the thinner than 8.0 mm. The parabolic mirror

light sheet is always reflected parallel to in the current configuration is a 76.2-cm-

the axis of the latter. By applying cur- diameter, 4.572-m focal length, 1/10-wave-

rent to the galvanometer, the light sheet length schlieren mirror, The laser pro-

will scan the flowfield. A high-speed duces over 8.5 mJ per pulse at about 6000

video camera is synchronized with both the pulses per second, and can be externally

laser and the motion of the light sheet triggered. The laser can be run at lower

such that one image is obtained for each repetition rates, down to about 200 pulses

position of the light sheet, per second. However, the energy per pulse

does not increase significantly at lower
pulse rates, and the duration of the visu-

HighSpeed alization run is then limited as the laserFlow Cameracools, lowering the partial pressure of

copper in the laser. Each pulse of the~To Camera

Co Control

Parabolic

P Cylindrical c u-vapor
•Parabolic 

t n Lse

Position out-Galvanometer if .. I

I IM tt'fh."'-k4t. r,.

I f,.+l .1*'1 + '-airI

Fi. I. 'k-ninla er-ligl sheel arrng~emet for F g.  2. Optical arrangement for generaion of thin
3-1) image processing, light sheet from 6.0 cm. laser beam.
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laser has a duration of about 50 ns, suffM- the incoming trigger pulse train by an in-

cient to achieve a low degree of blurring teger N and provide a phase-locked output

that is caused by motion during each ex- signal with a period N times longer than

posure, (the blur distance for a Mach-25 that of the trigger signal. A General

flow is about 0.5 mm). Scanner model CX660HR feedback-controlled

It is essential that each optical sur- scanner amplifier is used to accurately

face in the system be of the highest quali- position the light sheet according to the

ty to ensure beam integrity and therefore signal from the waveform generator. The

the thinnest possible light sheet in the scanning system in the current system is

field of view. Anti-reflection coatings on limited to about 100 Hz because of the in-

each lens, as well as highly reflective ertia of the scanning mirror; this allows a

coatings on all mirrored surfaces, are de- maximum of 200 flow-volume visualizations

sirable for minimizing reflection losses, per second.

A clean, uncoated aluminum first-surface Data are taken with a high-speed video

mirror scatters about 10% of the light recorder, a Spin Physics SP2000 video sys-

energy during reflection; likewise, an tem, which provides trigger pulses for both

uncoated glass lens loses about 5% per the laser and the "divide by N" circuit.

surface, yielding approximately 10% loss to The resolution of the sysLtm is limited to

unwanted reflection per lens. Optical 240 by 192 pixcels, which can be scanned

* coatings can reduce these losses to less and recorded 2000 times per second; to in-

than 1% per surface. A typical optical crease the frame rate to 6000 pictures per

configuration in the MDRL Shear Flow second, partial frames are scanned, further

Facility incorporates up to 11 optical limiting the resolution to 80 by 192.

components, including the glass walls of There are six bits, or 64 gray levels

the wind tunnel and several mirrors used to available, producing useful images of large

steer the beam from the laser, which is structures in the flowfield; however,

mounted in an adjacent room, through the small-scale features are lost. The effec-

laboratory wall, and to the wind tunnel. tive ASA or equivalent film speed of the

Using standard optics with an average 10% video system is about 100, requiring the

reflection loss per element, only 0.911 or hign levels of illumination afforded by the

31% of the laser power reaches the Copper vapor laser as well as low-f-number

flowfield. The use of coated optics, where lenses to image each visualization pulse.

possible, has reduced losses to about 40%, A Fujinon CF50L f/0.7 lens is used with the

which include a 25% loss at the large current system to allow adequate light-

76.2-cm parabolic mirror and a 10% loss gathering capability for the present

* from the glass wind tunnel walls, experiments.

There are two key elements in the elec- Further improvement in light levels is

tronic synchronization system that allow achieved by using forward scattering; the

accurate and repeatable positioning of the camera is aligned 30 degrees from the axis

light sheet during each scan: 1) a phase of the laser and pointed toward the laser,

* locked loop "divide by N" circuit to pro- rather than normal to the plane of the

vide one sweep of the flowfield for N light sheet. The views are obtained by

pulses of the laser, and 2) a feedback con- this method are oblique; however, they can

trolled galvanometer amplifier. A Hewlett be corrected for the off-axis perspective

Packard model HP3314A arbitrary waveform using image processing techniques.

generator has a built-in feature to divide

6-3

' 2i



3. IMAGE PROCESSING Figure 4 illustrates the raw video
The data recorded by the visualization image of a smoke-visualIzed flow Immediate-.v

technique are processed by the McDonnell ly downstream of the backward-facing step. w,.
Douglas Astronautics Company (MDAC) Image The light sheet in this view is vertical
Processing Laboratory. Individual images and in the streamwise direction. Raw video
are digitized and stored on a VAX 780 com- images are processed to remove video noise
puter system. Correction for the camera and to correct for nonuniform light inten-
perspective is simplified because the two- sity as well as perspective distortion.
dimensional light sheets require only an Noise removal is usually accomplished with
appropriate stretching, as illustrated in a neighborhood averaging scheme, whereby
Fig. 3. In this figure, the pressure the gray-level value of a pixcel is modi-
transducers on the tunnel floor have been fied according to its initial value and an
used to "calibrate" the stretching func- appropriate average of its nearest
tion, and the image has been stretched to neighbors.
restore the proper geometric position of
the transducers. This view is from the
side of the tunnel and the correction ap-
plies to horizont3l l11ht sheets, in planes
parallel to the plane of the tunnel floor.

S(a)

Fig. 4. Raw video image of reattaching shear lWer.

(b)

Fig. S. Image of Fig. (2) after application of binary hrehold.

Fig. 3. (a) Raw Video image of lest section floor downalream of a ,'kbsckward-facing slep and (b) video image after perspectlive 
(9 , Tcorreclion. Fig. 6. Result of applying edge-deteclion scheme to image of Fil. 4.

__t $ 11 ,,



Side view

More sophisticated techniques can be

used if the character of the video noise

can be identified, as is the case with the

Spin Physics video system. In this system,

often an entire row or a large portion of a Viewed from above

row of pixcels will be affected by noise,

and the noise removal algorithm will em-

phasize north and south neighbors by ap-

propriately adjusting coefficients in the

weighting scheme.

plied to identify the regions of smoke in

the original image. Often a simple binary

threshold does not capture the smoke bound- Fig. 7. Computer reconstruclion of the 3-D flowfield image.

aries because of variations in smoke den-

sity as it diffuses downstream, and because close-up examination. To further demon-

the scattering angle between the laser beam strate the image-reconstruction part of the

axis and the camera axis (and therefore the technique, the procedure of Jiminez et al.

scattered light intensity) varies across (1983) was used whereby a time sequence of

the field of view. More sophisticated video images from a fixed, transverse light

techniques, such as histogram equalization, sheet was converted into a quasi-three-

or nonuniform binary thresholding, are of- dimensional image (Fig. 8) of the large

ten required to capture the smoke bound- flow-structures defined by the shear-layer

aries. In Fig. 5, a nonuniform binary smoke/no-smoke boundary. The highly struc-

threshold was applied to the streamwise tured image shown in Fig. 8 was produced on

vertical light sheet shown in Fig. 4. In a Silicon Graphics IRIS workstation, which

this view the light intensity varies sig- allows rotation and enlargement of the

nificantly across the field of view as the image in real time. Although the stream-

smoke density decreases; the threshold was wise dimension In Fig. 8 actually repre-

varied across the image to compensate for

decreasing light levels. In Fig. 6 a sim-

ple edge-detection scheme has been applied

to outline the smoke/no-smoke boundary.

The smoke-boundary data from several

successive planes can be combined in the

computer and displayed so that the three-

dimensional character of the flowfield is

reconstructed, as illustrated In Fig. 7. 2.0

These preliminary results were obtained

with a standard video scan rate of 30 y/h 1.0 U'At

frames per second, which allowed excessive

motion of the-flow during a single scan and 0 -T _0

produced he skewness evident in Fig. 7. 0 .0 h2.

As illustrated in Fig. 7, the large-tccale o., ,,OI

structure can be viewed from any angle, and FIg. 8. Quas-3-1) reconslruclion of large structures be~ond

interesting features can be enlarged for realtachmenl.

=
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sents time, it is quasi-spatial in that the graphics proc or, where real time rota-

distance between successive images in the tion is possible, greatly aids perception

reconstruction is the product or the local of the three-dimensional aspects

mean convection speed Uc , and bt, tihe time of the structure.
i.

elapsed between video images.

True three-dimensional images of these 4. CONCLUSIONS

structures have been generated through, use The technique outlined above has

of the high-power, high-repetition-rate, recently been implemented at MDRL and is in

pulsed copper-vapor laser synchronized with the early stages of development. However,

both the scanning system and a high-speed useful information regarding the nature of

video system. Fig. 9 shows the results of complex three-dimensional flowfields is

a three-dimensional reconstruction obtained already being produced. With very high

with a 4000 pulses-per-second scan rate. scan rates, as high as 200 flow volumes per

In this case, a series of horizontal light second at 6000 frames per second, several

sheet images was employed to best utilize complete visualization cycles can be proc-

the resolution of the video system. It is essed into a simulated motion picture of

best to choose the scan direction so that the large-scale-structure development.

the distance between successive planes is Alternatively, by synchronizing the visual-

approximately equal to the distance between ization cycles with a shear-layer excita-

pixcels in each plane, thus allowing com- tion signal, an ensemble-averaged picture

parable resolution in all three directions, of the three-dimensionalization can be con-

The three-dimensional features of the flow structed from the multiple realizations of

reconstruction are somewhat difficult to that event. Current limitations of the

perceive when viewing a stationary photo- system are the relatively coarse video res-

graph as in Figs. 8 and 9. Viewing the olution as well as the time required to

reconstruction of these figures on the IRIS process and enhance the video images. A

real-time, dedicated image-processing sys-

Flow tem being developed should substantially

-reduce the time for processing the video

images. Rapid progress in the field of

high-speed image acquisition suggests that

further improvements in this system will be

possible in the near future.
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Fig. 9. 3-1) Reconstruction using horizontal light sheets.
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SPANWISE COHERENCE OF VORTICAL

STRUCTURES IN A REATTACHING

TURBULENT SHEAR LAYER

Frederick W. Roos and

Jerome T. Kegelman

McDonnell Douglas Research

Laboratories

St. Louis, MO 63166

ABSTRACT istence of highly two-dimensional vortical

The flow over a backward-facing, two- structures in the reattaching turbulent

dimensional step has been investigated in a shear layer.

series of experiments that have emphasized

the dynamics of vortical structures in the SYMBOLS

reattaching shear layer. Low-amplitude C' Fluctuating pressure coefficient,p

oscillation of a flap at the step edge was C' -

used to influence the development of the qu
f Frequency

shear-layer vortical structures. In par- f Shear-layer excitation frequency

ticular, excitation at a variety of fre- h Step height

quencies clarified the existence and nature p' Root-mean-square fluctuating pressure

of vortex merging in the fully turbulent q Free-stream dynamic pressure at

reattaching layer. Excitation appreciably separation, qo - pU2

reduced shear-layer reattachment length, R Z p

but only for frequencies consistent with 
Rpp Zero-time-lag spanwise cross-

vortex merging. Low-frequency excitation 
for H

~form as R)
greatly increased the spanwise coherence of uuR Temoralcorrelation coefficient

the vortical structures, but this effect pu e tweenl a ui~between p and u,

disappeared for frequencies that allowed Tlim 1 Jp(t)u(t t)dt
vortex merging; if two stages of merging Rpu - T- T0 p(u'

occurred, spanwise coherence became less 
R Zero-time-lag spanwise cross-

than in the unexcited case. Low-frequency uu correlation coefficient for u,

excitation also Increased levels of e (2)

reattachment-wall pressure fluctuation, but E Rbs
Re h  Reynolds number based on step height,

these levels dropped to those of the unex- h PU0 h

cited case during multiple-vortex merging. Reh 1 fh

Flow visualization showed that three-dimen- St Strouhal number, St U 0
sional vortical-structure fields often St Excitation Strouhal number, Stx 

h

showed a high degree of spanwise correla- xU

tion, demonstrating that strong spanwise u Fluctuating velocity component In x

correlation is not synonymous with the ex- direction
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u' Root-mean-square value of u et al. (1984)]. The structure and dynamics

U Mean velocity component in x of these vortical structures need further

direction definition for at least two reasons. To

U0  Free-stream value of U at separation begin with, satisfactory modeling of reat

v Fluctuating velocity component in y taching turbulent flows requires that the

direction effects of the vortical structures be taken

x Streamwise coordinate, downstream into account. Secondly these vortical

from step face structures provide us with a flow mechanis-

xr  Reattachment length that can be manipulated for purposes of

(Xr) 0 Reattachment length with no modifying characteristics of the reattach-

ex. i tat In ing flows in which they occur.

y Cross-stream coordinate, upward from An or.oing experimental investigation

reattachment wall of large-scale vortical-structure develop-

Yte Root-mean-square displacement of ment in the flow over a two-dimensional,

oscillating-flap trailing edge backward-facing step is being conducted by

z Spanwise coordinate the McDonnell Douglas Research Laboratories

60 Boundary layer thickness at [Roos and Kegelman (1985, 1986)]. Earlier

separation stages of -his effort have concentrated on

W Viscosity the two-dimensional aspects of vortical-

* € Phase of oscillating-flap structure evolution, and have made exten-

displacement sive use of shear-layer excitation to regu-

p Density larize the formation of the vortical struc-

T Time lag in temporal correlation tures, allowing ensemble averages of un-

steady flowfield variables to be obtained

1. INTRODUCTION through phase-locked LDV or wall-pressure

Despite the simplicity of its boundary measurements. The influence of very gentle

geometry, the separating and reattaching excitation via a small oscillating flap at

flow over a backward-facing step contains the step lip was found to be particularly

several fundamental complexities that pres- strong when the separating boundary layer

ent a stimulating and relevant topic for was turbulent, as the flow-visualization

research. Numerous experimental studies of photographs in Fig. 1 show. Figure 1(a)

the backstep flow have been conducted, shows an unexcited turbulent shear layer,

Eaton and Johnston (1981) have provided a

review of most of these investigations, (a) Unexcitedshearlayer

while Simpson (1985) has nicely summarized

the most recent developments. Much has

been learned about the mean flow and tur-

bulence characteristics, and about the ef- R hment

fects of initial boundary-layer state and

boundary-layer-thickness-to-step-height (b) Shearlayerexcited aSt,=0.22

ratio on such basic variables as the shear-

layer reattachment length. However, only

recently have studies of the backstep flow

begun to concentrate on the dynamics of the

coherent vortical structures that evolve in ,.
FiR. I. Influence of excllallon on Iarge-ale slruclures

the reattaching turbulent shear layer in a reattaching turbulent shear layer

[e.g., Pronchick and Kline (1983); Troutt (Reh - 39,000).
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while Fig. 1(b) shows the same flow excited Phase-averaged LDV measurements were made

at St x - 0.22. Despite the small excita- in the turbulent reattachment flow, and th'

.N tion amplitude (trailing-edge displacement resulting phase-averaged, periodic velocity

< 1% of boundary-layer thickness), large- field was input to a flow-visualization-
scale structures with a wavelength of simulation routine. FiguLce 3 depicts the
roghly two step-heights are clearly evi- results of this procedure. It can clearly

dent in the excited flow. be seen that the fully-turoulent shear

One of the most important single char- layer does indeed roll up into coherent
acteristics of reattaching shear flows is vortical structures, initially at the ex-
the reattachment length. Shear-layer ex- citation frequency. However, it is appar-

citation has been found to have a consider- ent that, by about x/h = 3, every other
able influence on reattachment length, and vortical structure is being merged into the
the effect is seen to be very frequency- structure following It in response to the
sensitive, as Fig. 2 shows. This behavior subharmonlc content of the shear-layer
was thought to be a consequence of the excitation. At the end of the visualized
vortex-merging process, which became effec- region, only the longer-wavelength (sub-

tive only for sufficiently high frequencies harmonic) structure is evident, indicating
(St x > 0.1). completion of the vortex-merging process.

Irregularity in the vortex-merging The vortical structures formed in the

process interferes with phase-averaged sam- turbulent free shear layer rapidly become

pling of the velocity field or the fluc- three-dimensional as they interact with the
tuating wall pressures in the reattachment wall in the reattachment zone. Pronchick
region. In an effort to regularize the and Kline (1983) established that two-
merging process, we staggered the stream- dimensionality of the shear-layer vortical
wise spacing of the excited vortical struc- structures begins to break down at x/h - 2,

tures by modulating the period of flap os- while our own (unpublished) flow-visualiza-

cillation at the subharmonic frequency. 2 i  r 1 I I I i i
The excitation had the form I =0

yt (t) yma sinC 2 ifx t + a sinn fx t) .(1) 0 1t<e<< " max x .<I 2 ,

2 1 = 3 r  
I I I I

x r  .. ;,' . =

1.00 , - r------ 0 j

0.93e I I I I i i

0.90 0

2 i1 4X I ' I I

0.75 0 Re 8 000 a .

y,'/h = 0.0017 0 e I0.70, L I 0 1 2 3 4 5 6 7 8

070 0.03 0.10 0.15 0.20 0.25 0.30 0.35

S o 010= phase angle of fundamental excitation frequency
GIfp. IM : 1

Fig. 2. Influence of frequency on reatlachmenc-length Fig. 3. Turbulent shear-layer streaklines based on phase.
reducticin for constant-amplitude shear-layer averaged LDV measurements with phase.
excitation, modulated excitation.
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tion studies have revealed large, three- Oscillating

dimensional structures erupting in the nap

shear layer in the reattachment region. Traversing" hot-wire rake

Such eruptions may arise from distortions 
'ot- ir--ra

in the spanwise vortex, following the Porous Sliding

description by Muller and Gyr (1982): a panel seal

downstream kink in the nominally spanwise

vortex will be lifted away from the wall

via Biot-Savart induction; as this element (not to scale) Pressure
transducer

of the vortex rises and is stretched, it

becomes more intense. Pronounced three- Static-pressure orifice row

dimensionality near and beyond reattachment

was also found by Kasagi et al. (1977). Fig. 4. Backward-facing two-dimensional step geomelr%
and instrumentation.

The dominant spanwise and streamwise 
length

scales for the reattached flow are estab- transducer signals are generally low-pass

lished during the reattachment process. filtered with a cutoff just above the fre-

The primary objective of the current quency range associated with the developing

study is to extend our earlier results to shear-layer vortical structures. Acquisi-

include the spanwise aspects of vortical- tion, processing, and plotting of experi-

* structure development and shear-layer mental data are handled by digital com-

excitation effects. puter, except that frequency spectra are
produced by a spectrum analyzer and plotted

2. EXPERIMENTAL EOUIPMENT AND PROCEDURES on an analog plotter.

The study of vortical-structure devel- Provisions for flow visualization in-

opment in reattaching turbulent shear clude a porous panel, located upstream of

layers is being continued in the McDonnell the step, through which smoke (an aerosol

Douglas Research Laboratories Shear Flow of liquid droplets) is introduced into the

Facility, a low-speed (0-80 m/s), low-tur- separating boundary layer. The smoke is

bulence (< 0.05%), closed-circuit wind tun- illuminated by a light sheet that can be

nel developed specifically for investigi- oriented as an x-y, x-z, or y-z plane. A

tions of nominally two-dimensional bounded high-pulse-rate, copper-vapor laser gener-

and free shear layers. For the shear-layer ates the light sheet; a high-speed video

reattachment experiments, a backward-facing system can be synchronized with the laser

step (Fig. 4) with aspect ratio 10 has been to produce rapidly-sequenced video images

Installed in the test channel. The expan- of the flow.

sion ratio of the channel at the step is Excitation of the separated shear layer

1.30. is accomplished by a simple, electromag-

Instrumentation includes centerline netically driven trailing-edge flap at the

rows of static-pressure orifices and an corner of the step. The technique is simi-

array of fluctuating-pressure transducers lar to that originally employed by

embedded in the reattachment wall down- Wygnanski et al. (1980) to force the devel-

stream of the step. A rake of eight hot- ooment of large-scale vortical structures

wire probes is positioned in the reattach- in turbulent mixing layers. The oscillat-

ing flow through a remotely driven two-axis ing flap has a chord of about 15% of the

traversing unit. The hot wires are oper- step height, or roughly half the thickness

ated by standard constant-temperature of the separating boundary layer. Flap

anemometer units. Hot-wire and pressure- oscillation amplitude is monitored directly

7

7-4 ~~.



by tracking the image of a las r spot 2 I f 

reflected off the flap surfacq. In our x/h 8.7 Unexcited

experiments, the shear-layer excitation -. h=4.7

provided by the oscillating flap was very E AU

gentle. For all experiments reported here- .,,

in, rms aisplacement of the flap trailing r /h= 2.7

edge was 0.5% of the step height (equiva- 01

lent to < 2% of 604)

To ensure a fully turbulent separating I

boundary layer, the boundary layer was Excited

tripped at the upstream end of the test 4.atSt,.3

channel. The trip is three-dimensional, 3

consisting of a spanwise row of small tri- x/h=8.7

angular platelets located on the wall and A

oriented perpendicular to the flow. Height 2 '

of the trip was always less than the local %

laminar boundary-layer thickness.

, %? 2.7

3. RESULTS AND DISCUSSION
3. /h Peak ',-

3.1. Vortex Merging and Excitation Effects 2.7 23.8

Further evidence and definition of the 4.7 14.6

vortical-structure merging process is pro- 0 1 I 8.7 4.6
0 0.10 0.20 0.30 0.40 0.50

vided by the hot-wire rake data. To maxi- S1

mize the hot-wire response to streamwise

velocity fluctuations associated with the Fig. 5. Slreamwise developmenl of hoi-wire spectra for
-- & uneitled ad excited Surbulent shear layers.

vortical structures, the hot-wire rake was

always positioned at the outer edge of the gradual shift to lower frequencies result

turbulent shear layer. In this location, from the spatial and temporal randomizing

the hot wires were no longer seeing bursts influence that the initial boundary-layer

of turbulence within the layer but were turbulence has on the vortical-structure

still responding strongly to the outer-flow formation and merging processes. For

fluctuations related to the convective pas- reference, it might be noted that the most-

sage of the large-scale vortices. The up- unstable frequency at the upstream end of

per portion of Fig. 5, for example, com- the free shear layer corresponds roughly to

pares amplitude spectra at three streamwlse St - 0.4.

stations in the unexcited reattaching flow. Excitation of the free shear layer at a

There is a clear reduction in the center frequency corresponding to the broad peak

frequency of the spectral peak with in- in the upstream shear-layer spectrum pro-

creasing distance downstream of separation, duces the spectra shown in the lower part

strongly suggesting that the passage fre- of Fig. 5. The strong, highly organized

quency of large structures is being reduced response of the layer to the excitation is

through the vortex-merging process as the obvious, and the transfer of fluctuation

flow proceeds from separation to reattach- energy to the subharmonic of the excitaticn

ment; these results are comparable to those is a clear indication of vortex merging.

discussed by Bhattacharjee et al. (1986) As the flow passes downstream from x/h

and Roos and Kegelman (1985). The broad, - 2.7 to 4.7, the amplitude of the excita-

low character of the rpcctral peaks and the tion peak diminishes while the subharmonicz
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peak grows. But there also is considerable 8

increase in spectral level around the

second subharmonic; this level is main-

tained as the flow proceeds through the 6
reat~achment zone, even though the peaks at

the fundamental and first subharmonlc

decline. It is evident, then, that two E 2.7

stages of vortex merging are occurring

before the shear layer reattaches. 2

Another comparison Is shown in Fig. 6,

which presents spectra at x/h - 8.7 for two < 8.

distinctly different excitation frequencies 0 01 0.2 0.3 0.4

as well as for the unexcited case. Al-

though both tne low- and high-frequency
cases were excited at the same amplitrude, Fig. 7. Influence of excitation frequenc) on response

peak i ho-wire spectra.

the excitation peak in the St = 0.30 casex
has almost disappeared (due to two stages increasing with frequency. Around Stx
cf vortex merging) while the Stx . 0.11 - 0.11, however, the excitation stops

peak is very strong, showing essentially no growing by x/h - 8.7. For excitation

indication of energy transfer to : subhar- frequencies higher than this, growth will
0 monic via vortex merging. cease upstream of x/h = 8.7, and energy

In an effort to define where and for will begin to appear in the subharmonic,

which frequencies the merging process is i.e., vortex merging will begin. For

active, we have plotted the amplitude of excitation frequencies above St x . 0.15,

the excitation-frequency spectral peak for the excited mode stops growing before x/h

a range of excitation frequencies at each - 4.7, i.e., merging will be evident at xih

of the three streamwise measuring stations - 4.7 for all Stx > 0.15. Continuing, for

(Fig. 7). For the lowest excitation fre- all Stx  > 0.22, s'bharmonic energy (i.e.,
quencies, the peak amplitude grows with evidence of merging) will appear even at

distance downstream, the rate cf growth th. most upstream measuring station, x/h

22.8a pak 4 - 2 7. For example, recall that the x/h22.8 at peak 4.6 a[ peak
- 2.7 spectrum in the lower part of Fig. 14,

'for a case with St x . 0.30, showed

3 1St =O.ll 01 St 0.30 substantial energy at the subharmonic
II, tfrequency (St - 0.15).

Measurements of wall-pressure fluctua-
E, tion have been made in the reattachment

E
1 region. To confirm that the flow struc-

t tures being sensed and measured by the hot

s =0 .,wires were in fact the same ones being

monitored by the pressure transducers,

* pressure fluctuations at the wall and
streamwise velocity fluctuations at the

0__ 1 shear-layer outer edge were cross-corre-

0 0.10 0.20 0.30 0.40 0.50 lated at the same streamwise station (x/h

- -.7). The results are shown in Fig. 8
Fil.6. Hol-wlrespectraat%/h-8.7. for both an excited and an unexcited .ase.
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1.0 .**I * -..- .---. ... I . .. I . . . . . I

:1.

S 0* i 00.15 - st

& 0.041
0. 5 9 0.074

0.10 - 0 0. 303 ,,

Rpu 0 -
•  

t 0.05

9-0.50

i I
0°° 2 4 68 10,

= 0 Fig. 9. Influence of excitation frequenc on

- .0' I reattachment-wall pressure fluctuation
- 100 -50 0 50 100 intensity distribution.

7 (ms) I I.

Fig. 8. Pressure-velocity correlation at x/h=4.7 for intensity of wall-pressure fluctuations;
unexcited and excited reattaching turbulent shear the reattachment point is not affected.

laers(Re= ,00). Once vortex merging becomes established

The pronounced negative correlation peak, (i.e., for St x > 0.10), the reattachment

especially for the case of the unexcited length is substantially reduced. Notice

shear layer, makes it clear that the same that a further increase in excitation fre-

structure is indeed being monitored by both quency continues to reduce the reattachment

instruments. Furthermore, the sense of the length but no longer produces such intense

correlation is consistent with the passage pressure fluctuations. Because these

of a vortical structure (i.e., simultaneous higher excitation frequencies lead to two

velocity increase at the hot-wire location stages of vortex merging, it is suggested

and pressure decrease at the wall beneath that the increasing structural disorganiza-

the vortex). The offset of the correlation tion that accompanies the merging process

peaks from T - 0 results from a combination is responsible for the reduced intensity of

of imprecise positioning of the hot wire vortex/wall interaction.

and differences in filtering of the two

circuits. 3.2. Spanwise Structure

The intensity of wall-pressure fluctua- The influence of excitation frequency

tions in the reattachment zone reflects the on the spanwise structure of the reattach-

influence of excitation frequency. Figure ing shear layer was studied primarily

9 shows Cp data for several excitation fre- through cross-correlation of the velocity

quencies. Although reattachment lengths fluctuatl3ns sensed by the probes in the

were not measured in this series of experi- hot-wire rake. These correlations were

ments, Roos and Kegelman (1986) demon- cast in the form of the spanwise cross-cor-

strated that the peak intensity of wall- relation coefficient Ruu, defined by

pressure fluctuation approximately coin-

cides with the mean reattachment point. lim I u~zt)u(z.Azt)dt

The data in Fig. 9 show that the only ef- Ruu (Az) T-- T _ _ u tzT_ dtu, * (2)
0 (u)

fect of excitation at frequencies for which

merging does not occur is to increase the Examples of these cross-correlations are

7-7
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given in Fig. 10. The upper plots, w' ich 10, the situation reverses and we see the

represent the unexcited shear layer, show spanwise correl-t-n decrease with distance 4

the spanwise correlation dropping off com- downstream; this situation reflects the

pletely over a spanwise range of about disorganizing and three-dimensionalizing

three step-heights at x/h - 4.7; the cor- effects of vortex merging in the reattach-

relation improves with distance downstream, ing shear layer.

evidently from increasing growth and or- For the downstream measuring station,

ganization of the vortical structures. Fig. 11 shows a set of spanwise cross-cor-

These results are similar to those relation curves (with data points omitted

presented by Troutt et al. (1984). for clarity) covering the range from nc

As Bhattacharjee et al. (1986) have excitation to excitation that leads to two-

also shown, the spanwise correlation is stage vortex merging. The spanwise cor-

much greater when the shear layer is ex- relation increases with excitation fre-

cited (middle plots in Fig. 10). Since the quency until merging becomes significant,

excitation is at a frequency too low for and decreases thereafter. Again, the

merging to occur, there is continuing three-dimensionalizing effects of vortex

growth and hence increasing spanwise cor- merging, especially of multiple-stage merg-

relation of the vortical structures with ing, are substantial: the spanwise correla-

increasing streamW1se distance. However, tion for St x - 0.394 is less than that of

when the frequency of the excitation is the unexcited flow.

sufficiently high to cause merging before As might be expected, the spanwise

reattachment, as in the lower plots of Fig. cross-correlations computed from pressure-

fluctuation measurements agree well with
1.0 I 1S1=01 the hot-wire correlations. Two spanwise

0- pressure correlations are compared with theJA

0.5 corresponding hot-wire results in Fig. 12.R~ o5-! go ,.0

01 0. 0 00

1.0 Is 0.0[1

R0.5 0.80 o-00 0 1 2 3 4 5

Az/h

0 [ I I Fig. II. Infuence of excitation frequenc) on spanwise
hot-wire cross-correlliion (R, ek = S8.0001.

I I I1.00
St 0. 17* 1.0 1 - I I I

R o0. ro o 0 go Oo f0 7.i

0Rpp 0.5 -
0S, -.30 0 R.u

0 I 2 3 4 o

Az/h 0 I 2 3 4 S
IeM 101. Az/h

Fig. 10. Spanwi.,, h.l-%,re crows-corrvi';::ins for
reallaching turbulent shear Is) ers 31 (e) x/b : 4.7 Fig. 12. Comparison of spunwise wall-pressure and hol-
and (0) 8.7 (Rch - 51,000). wire cross-correlations at s/h 8.7.
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Unfortunately, there is more to the

character of spanwise structure in the re-

attach'ng shear layer than is indicated by

the zero-time-lag cros-correlations. In

fact, the cross-correlations can give Mis- -

SadirLg impressions. Since initial devel-

opient of the vortical structures is quite

two-dimcnsional, especially if shear Viyet

excitation is involved, the spanwise in-

vartane of the mean flow tends to keep the

iffe.-ent spanwise elements of a vortical

at'urtre convecting downstre'im at the same,

r."to, even if the spanwise organizotion of'

that structure is in the process of break- il 13 ransverse-plane maILe. lihalf-cycle
Lng down. T'he result can be _1 spanwi3Qe intervals of rellact d lurbulrnl shrar

layer a x/h = .7 (S, = 0.1111.

ar:ay of distnct vortical lumps, all ot'

whic, ire sonvected past a streamwise mena'- nounced three-dimensionaiity of the vor>.-

uring :Itation at the same time; hence flu, cal struct-res passing through tne ligh
t

tuations that are synchronized across the sheet.

S:pan are produced, despite the three-dimen- Two more transverse-plane images, sh. :.

sionality of the vortical structures. The in Fig. 14, were selected at random from -i

spanwise cross-correlation indicates a high high-speed video sequence ta<en with no

degree of spanw1se coherence, much as if shear-layer excitation. Figure 14(a) sh:'ws

the structure were indeed two-dimensional, that the reattached shear layer occasion-

The phenomenon just described can be ally presents a rather uniform, well-

seen in the results of flow-visualization ordered cross-section: there appear to bre

studies of the reattaching shear layer, four structures of similar size across the

Figure 13 presents two images of a trans- span. In addition to showing considerably

verse (y-z) plane at x/h = 8.7 for a case greater irregularity, the image in Fig.

of shear-layer excitation at St. - 0.111. 14(b) shows a significant feature that ap-

These images are frames from a high-speed pears quite frequently: the sweeping of

video sequence (framing rate - 2000/s),

computr-corrected for view angle and in- (a)

tensity variation. The interval between

the images shown Is approximately one-half

the period or the fundamental excitation,

i.e., the images are about one-half cycle _

apart. The two most important featues o

this sequence are (1) the very pronounced

spanwise structure in the reattached shear

3layer, and (2) the very evident, spanwise-

organized thinning of the layer from the

first image to the second. Referring back
to Figs. 10 and 11, we recall that a high

d e g r e e o f s p a n w i s e t e m p o r a l c o r r e l a t i o n F g 4 r n v r i - a e i 2 C f r a t c eFig. 14. Transverse-plane images of reattacied
exists for this case, despite the pro- turbulent shear layer at %/l = 8.7 (St 01.
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Excitation at a variety of frequenuics

clarified the existencc jnd nature of vor-

tex merging in the fully turbulent reat-

taching layer.

Reattachment length was reduced sub-

stantially with excitation, but only for

frequencies that permitted vortex merging

Lto occur prior to reattachment.

Spanwise coherence of shear-layer vor-

yih I.0 U't tical structures increased greatly with

excitation at low frequencies, but dimin-

ished with increasing excitation frequency0 1.0 2.0

az/h once vortex merging developed. For fre-

quencies that permitted two stages of vor-

Fig. 15. Quasi-3-D) reconstruLcion of large-scale tex merging before reattachment, spanwi se

structures downslream of reatlachmenl (laminar coherence decreased in comparison to the
separaon). unexcited case.

smoke-free outer flow all the way down to Similarly, reattachment-wall pressure

the reattachment wall, as evidenced by the fluctuations increased in intensity with

dark gap in the shear-layer image. Efforts low-frequency shear-layer excitation, but

are presently under way to apply digital reduced to unexcited-case levels when mul-

image-analysis techniques to these shear- tiple merging occurred.

layer images to extract information con- Flow-visualization results show-d that

cerning characteristic spatial features of a high degree of spanwise correlation is

the three-dimensional vortical structures. not synonymous with the existence of highly.-

A preliminary example of a form of analysis two-dimensional vortical structures. In

of transverse-plane flow-visualization in- fact, strongly three-dimensional vorticii-

formation is shown in Fig. 15, a quasi- structure fields often show strong spanwise

three-dimensional reconstruction of the correlation as they are convected through

evolving spanwise structure in a low-speed and beyond reattachment.

(laminar separation) shear layer. The

techniques involved in producing this REFERENCES
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experiments, and show where they give us
insights and extend our understanding of

A VORTEX RING/VISCOUS WALL LAYER boundary layer r-ccesses. We conclude by
INTERACTION MODEL OF THE briefly discussing the use of the

TURBULENCE PRODUCTION PROCESS simulation to a) help us further
NEAR WALLS understand the turbulent boundary layer

production process, and b) to help

C. C. Chu and R. E. Falco establish a rational basis for boundary
Turbulence Structure Laboratory layer control studies.

Department of Mechanical 1.1 Long streaks found in the wall
Engineering region
Michigan State University
East LansingMI 48824 Early investigations of Runstadler,

Kline and Reynolds (1963) in the near wall

ABSTRACT region of turbulent boundary layers
discussed the existence of regions of both

Vortex ring-like microscale eddies low speed fluid and of high speed fluid.Vrex fIn general both regions were extended in
which were found to exist across the the streamwise direction. Estimates of the
turbulent boundary layer (Falco 1977, length of the low speed regions, which
1983) initiate the turbulence production were marked by a build up of dye they
process near walls through interaction seeped into the sublayer, indicated
with the wall region. An experimental streaks of 1000 x+ or more existed.
simulation involving an artificially Estimates of the high speed streak length
generated vortex ring interacting with a were not obtainable, because they were not
Stokes layer enables investigation of the marked by dye. High speed streaks were
interaction with reproducible initial found using Hydrogen bubbles emanating
conditions and in the absence of from a wire laid parallel to the wall and
background turbulence. All of the observed perpendicular to the flow. The persistence
features in the turbulent boundary layer time at the wire was considerable, but
production process such as the streaky
structure, the pockets and the lift-up, estimates were not made. The width of low
and the hairpin vortices, have been speed streaks was also estimated to be
observed to form. Interestingly, the model about 20 wall layer units. They found that
includes interactions that occur with low the high speed streaks were usually wider,
probability in the turbulent boundary and that they extended across the region
layer, but which contribute significantly between a pair of low speed streaks.
to transport, and may be the events most 1.1.1 Low speed streaks come in pairs
readily controllable.

A number of investigators have
LIST OF SYMBOLS studied the formation of low speed

D tstreaks. Oldaker and Tiederman (1977)
D the diameter of a vortex ring observed that a pair of low speed streaks
Uc convection velocity of a Typical formed as a result of the response to what

eddy appeared to be a sequence of local high
Ur velocity of a vortex ring speed outer region eddies interacting with
Uinf freestream velocity the wall and aligned along a streamwise
Uw velocity of the moving belt direction. The path left by the outer
6 the Stokes layer thickness region disturbances clearly formed a high
U kinematic viscosity speed streak. Falco (1980a) observed the
( ) non-dimensionalized by nu/u6  formation of low speed streaks in pairs by
y coordinate normal to the surface a similar mechanism. Although low speed
x coordinate in the main flow streaks are often observed to exist

direction singly, care must be taken when
1 momentum thickness of the shear interpreting low speed streak formation,

layer because once formed the low speed steaks
R Reynolds number can'persist for very long times (see Smith
W vorticity and Metzler 1983).
UT friction velocity
A streamwise wavelength 1.1.2 High speed streaks come singly

1. Introduction The formation of pairs of high speed
streaks has not been reported, although

We present a moderately extensive high speed streaks have been observed to
review of the important structural alternated with low speed streaks for
features associated with the wall region short distances near Hydrogen bubble
events, and then discuss new boundary wires.
layer observations that further complete
our understanding. Then we present the 1.1.3 Spacing of the low speed
vortex ring/moving wall simulation streaks
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Schraub and Kline (1965 have streaks. A high speed streak would be the
determined that the low speed streaks are result of high speed fluid being induced
spaced 102 1 10 wall layer units. Smith towards the wall between a pair of these
and Metzler (1983) extended the counting streamwise vortices rotating the other
to higher Reynolds numbers (RE) = 5800), way. A number of authors have suggested

and concluded that the spacing was causes for these streamwise vortices. The
Reynolds number independent, currently most popular suggestion is that

they are the 'legs' of hairpin vortices
1.1.4 Stability of the low speed that are also observed in the wall region.

streaks However, as Acarlar and Smith (1984) have
pointed out, is it very hard to understand

The low speed streaks break up. This how the hairpin legs could extend upstream
has been observed by all investigators, as far as would be necessary to produce
starting with Runstadler, Kline, and streaks of length 1000 x+ . Thus, there is
Reynolds (1963). The stability of the high still no experiment evidence supporting
speed streaks has not been similarly the various rational physical hypothesis
investigated, describing the formation of streaks.

Low speed streaks have been observed 1.2 Pockets
to break down by first lifting up, then
showing a growing waviness, which is Another feature of the wall region
followed by rapid breakdown. More structure that is clearly present close to
recently, Acarlar and Smith (1984) have the dye slit, is the frequent
observed that low speed streaks can rearrangement of marker that moves it away
breakdown by the formation of hairpin from a local region, leaving a scoured
vortices growing out of them. Falco pocket of low marker concentration.
(unpublished) has also observed this form
of breakdown of the long streaks, but it 1.2.1 What they look like
is much rarer than the wavy breakdown.
Falco (1978) observed another mechanism of Figure 1 shows two pockets as seen in
long streak breakup that appeared to be a layer of smoke marked sublayer fluid.
most common. Streaks were observed to Falco (1980a) described the evolution of
break up because of the movement towards pockets and conditionally sampled their
the wall of coherent outer region eddies, Reynolds stress and other quantities. The
which simply pushed the marker that lateral boundaries of each pocket are a

- gathered into the steak away from their pair of streaks. These are low speed
path. Schraub and Kline (1965) also streaks, but are much shorter than the low
appeared to have observed this form of speed streaks (also see Fig. 1) discussed
streak breakup. Looking upstream they above. The existence of both these short
observed "the ejection of sublayer fluid streak pairs and of the long streaks led
appears to be usually initiated by the Falco (1980b) to suggest that a double
sudden spreading or widening of a structure existed in the wall region.
relatively high u-velocity region. This
faster fluid then "interacts" with the 1.2.2 Pocket scales
slower fluid on bQth sides as it spreads."
They noted that a pair of counter rotating The lateral scale and longitudinal scale
patterns emerged when high speed fluid of the pockets has been measured. Falco
came down to the wall, pushing low speed (1983) showed that the lateral scale of
fluid, marked by the presence of Hydrogen pockets increases when non-dimensionalized
bubbles, sideways. by wall layer variables. At low Reynolds

numbers pockets are smaller in scale than
1.1.5 Reynolds stress the low speed streak spacing, but at about

Re = 5000, they are about the same, and
There is very little Reynolds stress would be considerably larger at

associated with streaks that are stably technologically important Reynolds
present on the wall. When streaks lift-up, numbers.l.2.3 Pocket frequency
we can get significant Reynolds stress.
However, we have observed that the streak The frequency of occurrence of
lift-up is associated with the presence of pockets has been measured by Falco (1983).
a specific outer region coherent motion Pockets scale on wall layer variables, and
called a Typical eddy (Falco 1977). are spaced on average approximately 27

wall time scales. This is approximately
1.1.6 Streak formation four times as frequent as the time between

bursts detected by VITA, the currently
Since the mid fifties, it has been most popular 'turbulence detector' (see

suggested that long counter rotating Blackwelder and Kaplan 1976).
streamwise vortices exist in the wall

* region and that pairs of these vortices 1.2.4 The evolution of pockets
' produce a gathering of wall layer dye

between them that we see as the low speed Pockets are footprints of outer
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region motions that interact with the 1.3.1.1 Strength of hairpins emerging

wall. Falco (1980a) showed that they start from pockets
out as a movement of wall layer fluid away
from a point as a high speed outer region An estimate of the strength of the
eddy (a Typical eddy, discussed below), hairpins that emerge out of the pockets
near& the wall. The interaction results in can be made from the data of Falco (1980a)
the footprint opening up into a developed who ensemble averaged the vorticity (as
pocket shape, which has a pair of short cepresented by du/dy only) at the
steaks at its lateral boundaries. Next, downstream end of the pockets at y+ 16.
fluid is seen to lift-up from the Although this is not a direct measure
downstream end of the pocket. This lifted because the probe is not within the
fluid takes on the characteristics of a hairpin at its strongest time, and
hairpin vortex (Falco 1982). furthermore, the hairpin in some cases has

been ingested, it is a conservative
1.2.5 Reynolds stress associated with estimate. We see thatwis 4 times the mean

pockets shear.

Significant Reynolds stress is 1.3.2 Hairpins forming over streaks
associated with all of the stages of
pocket formation. Falco (1980a) discussed We have observed hairpins forming
the distributions in detail. He found that out of a single streak. The streak is seen
during the early part of the interaction to become lumpy, and one of the-lumps
ensembled averaged Reynolds stress grows and a hairpins emerges from it.
signatures of the order of 10 times the Acarlar and Smith (1984) have also
long time average existed, which were the observed hairpins growing over simulated
result of the sweep. Later, Reynolds streaks, and it appears, in a turbulent
stress signatures of equal magnitude were boundary layer.
found that were the result of the lift-up
and ejection of fluid from the downstream 1.3.2.1 Strength and stability of
end of the pocket. hairpins

1.3 Hairpins As far as we are aware, no
measurements of the strength of these

Vortex lines are constantly being hairpins has been made. We have made very
bent in a turbulent boundary layer. few observations of them. Because of the
Although flow visualization of a passive fact that their formation is due to an
contaminant can not be used to observe instability of the streak, which may be
vorticity directly, smoke marked features similar to the lumping instability mode
in the wall region that appear to be found by Swearington (private
hairpin vortices have been observed by communication) to occur in some cases of
Falco (1982). The concentration of streak breakdown in Taylor Gortler
distorted vortex lines into hairpin experiments, and not to the presence of
vortices has been observed to result from some coherent motion in the region above
two mechanisms. them, once they form they may not be

subjected to strong ambient perturbations
1.3.1 Formation and stability of that destroy them for some time, and may

hairpins emerging from the lift-up of move a little further out into the layer.
fluid out of pockets However, as mentioned above, we have never

observed a hairpin to remain stable and
As mentioned above, in the later move across an appreciable fraction of a

stages of pocket evolution, wall layer fully turbulent boundary layer.
fluid is lifted and at times ejected out
of the pocket. This fluid takes the form 1.3.3 Hairpin formation at other
of a hairpin vortex (see Falco 1982). times
Depending upon the type of interaction
that occurs, the hairpin may a) remain in We have also observed hairpins to
the sublayer, b) lift above the sublayer form between two streaks under conditions
and then return to the wall, c) lift above in which no pocket was present. As with
the sublayer and undergo an evolution that the findings in the previous section, this
leads to necking down and pinch-off into a was a rare observation. Our observations
vortex ring, and d) lift-up and get discussed below shed light on these
ingested into the Typical eddy that occurrences.
induced it up. In general, the hairpins do
not remain stable for very long. In 1.4 Typical eddies
particular, we have never observed a
hairpin to remain 'in tact' long enough to The microscale coherent motions which
move across the boundary layer as are similar to laminar vortex rings are

* suggested by Head and Bandyopadhyay called Typical eddies. They have been
(1981). studied by Falco (1974, 1977, 1983) who

showed that they contribute significantly
to the Reynolds stress in the outer part
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of the boundary layer, and that they are ambient vorticity to reorganize into a
the excitation eddies that create the vortex ring. The reorganization takes
pockets. place on the upstream side of the large

scale coherent vortex motion, essentially
1.4.1 Typical eddies are vortex rings confirming the observations made in the

boundary layer.
All available evidence suggests that

the Typical eddies are laminar vortvx 1.4.6 Formation from lifted hairpins
rings. Experiments using two mutually
orthogonal sheets of laser light enabled Both types of hairpin creation
us to determine, as far as the smoked mechanisms described above can produce
marking allows, that the coherent feature hairpins that can pinch-off and form new
was a ring. Falco (1980b) presented vortex rings. Falco (1983) showed visual
evidence of this type. More recently, evidence of a hairpin lifting from the
Falco (1982, 1983) presented additional downstream end of a pocket, contorting and
evidence showing the existence and pinching off to form a new vortex ring-
importance of Typical eddies in the inner like Typical eddy. This pinch-off
region. mechanism has also been clearly shown to

occur in the calculations of Moin, Leonard
1.4.2 Typical eddies create pockets and Kim (1986).

Typical eddies found near the wall are
directly responsible for the formation of 1.5 Streamwise vorticity
pockets and play a large part in their
evolution. Falco (1982, 1983, 1984) and Many investigators have noted the
Lovett (1982) have described these presence of streamwise vortices in the
interactions, the specific outcomes of wall region. Almost without exception, the
which are too detailed to present here. vortices have been of short extent ( see

Praturi and Brodkey (1978), Falco (1980b)
1.4.3 Direction of Typical eddy Smith (1982)). A number of investigators

motion have suggested that streamwise vortices of
much greater extent exist in the wall

Typical eddies have been observed to region, essentially laying just above the
move both towards and away frcm the wall. wall in pairs, which are responsible for
In general, we have found Typical eddies the creation of both low and high speed
orientated so that they induce themselves streaks, however, no one has ever observed
away from the wall. However, if they are them, and recent calculations of turbulent
in a large scale wallward flow, then the channel flow using the full Navier Stokes
net velocity may be wallward. Eddies equations (see Kim 1986), have shown that
moving towards the wall have been observed the eddies which have streamwise vorticity
positioned in the valleys between the are not elongated in the stream direction.
large scale bulges. Eddies in this
position have also been observed to move 2. Experimental techniques
away from the wall, but most often Typical
eddies moving away from the wall are found 2.1 Boundary layer observations
under the large scale bulges, which have a
net outward flow (Falco 1977). Most of The boundary layer motions were made
the observed angles--whether towards or visible by seeding the flow with .5 - 5
away from the wall--have been shallow, micron oil droplets, and illuminating the
often no more than a few degrees. oil fog with laser light spread into

sheets that could be placed parallel to
1.4.4 Convection velocities the wall in the wall region, or

perpendicular to the wall and parallel to
The average convection velocity of the flow, or both. The technique has been

Typical eddies has been measured in the described by Falco (1980c), so we will not
outer region by Falco (unpublished). It repeat the details here. A new twist, used
was found that the eddies move with in these new experiments, which was of
approximately the local mean velocity of particular value in finding the long
their center of mass. streaks and their correspondence with the

* coherent motions above the wall, was the
1.4.5 Formation in the outer region capability to observe the washout of smoke

in a laser sh3et parallel to the wall
Typical eddies have been observed to while we could simultaneously observe the

form in the outer region of turbulent motion above the wall in a laser sheet
boundary layers, on the upstream side of perpendicular to the wall and parallel to
the large scale motions (Falco 1977). the flow.
Recently, Moin, Leonard, and Kim (1986)

I have performed numerical studies using the 2.2 Vortex ring/moving wall
.full Navier Stokes equations, and simulations
demonstrated that the straining field of a
large scale loop of vorticity can induce We can simulate the interaction of a
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Typical eddy with the viscous wall region moving belt could be considered two-
of a turbulent boundary layer by creating dimensional. One of the rollers is driven

a vortex ring and having it convect by a 1/4 HP DC motor (6). The speed of

towards or away from a moving wall. For the belt is adjustable within the range
convenience, we have used an impulsively from 1 in/sec. to 9 in/sec. The belt
started wall. It has the advantages of reaches a constant speed very soon (within
being an exact solution of the Navier- a second) after power is on. This hard-
Stokes equations (Stokes first problem), start character allows us to consider the

and therefore is well defined, belt to be impulsively started. As the
Furthermore, it is approximately linear in belt moves, a Stokes layer builds up on
the wall region which is similar to the the belt. A mixture of red food coloring
viscous sublayer of a turbulent boundary and water is used to mark the wall layer
layer. for visualization. The belt is covered

with dye before each run in a 'dye run'
2.2.1 Experimental apparatus usinq a dye injector near the leading

roller of the belt, shown in Figure 2 (7).
Experimental simulations were

performed in a water tank which is 16" 2.2.4 Timing
deep by 12 3/4" wide by 96" long. Figure 2
shows the side view and end view of the The opening du ation time of the

experimental apparatus which includes a solenoid valve, and the time delay between

vortex ring generating device, a moving the onset of the belt movement and release
belt and driving arrangement, a of the vortex ring are controlled by a 115
synchronizing timer, and visualization VAC/60 HZ timer designed in the

recording devices, laboratory. Since the thickness of the
Stokes layer, 6 , is a function of the

2.2.2 Vortex ring generating device square root of the belt run time, by
carefully adjusting the time delay, we can

The vortex ring generating device adjust 6/D as desired.

includes a constant head reservoir from
which fluid, which could be dyed, passes 2.2.5 Visualization and recording

through a solenoid valve whose opening
time could be varied, and an oriface of The primary visual data consisted of

prescribed size (see Figure 2 items simultaneous plan and side view time

1,2,3). The constant head reservoir (1) resolved images which were collected using

is filled with a mixture of 10 ppm a standard VCR, a video camera, and a

Fluorescent Sodium Salt Sigma No. F-6377, monitor, shown in the end view of Figure

green dye and water solution. As the 2. The side view was often illuminated by

solenoid valve (2) opens, a slug of dyed a laser sheet emitted from an 8 W Coherent

fluid is released from the oriface (3) by CR-8 Supergraphite Argon Ion Laser. The

the pressure head, and rolls up into a visual data were analyzed on a high

vortex ring. Three different inner resolution monitor with a superimposed

diameters of the oriface have been used; calibrated scale, using the slow motion

i", 1/2", and 3/8". The size and speed of capabilities of the recorder.

the vortex ring generated depends upon
both the height of the dye reservoir and 3. New boundary layer observations
the opening duration time of the solenoid
valve for a fixed oriface. The details 3.1 Typical eddy wall interactions

were discussed in Liang (1984). create both streaks and pockets

2.2.3 Moving belt and driving device The major discovery is that as a

Typical eddy convects over the wall, it

The wall upon which the vortex ring causes a far field interaction that

interacted is actually a moving belt (4) results in the formation of a pair of long

made of transparent plastic which has a streaks. if the Typical eddy is convecting

smooth surface. Two ends of the belt are towards the wall, when it gets close

joined together to form a loop, which enough, it will create a pocket, and have

circulates around two rollers (5) as shown one of four types of interactions defined

in Figure 2. The width of the belt is 7 below. The far field effect of the Typical

inches; and the distance between the two eddies has been surprising. Eddies as far

rollers is 60 inches. The test section is as 3.5 wall region thicknesses (greater

at 30 inches downstream from one of the than 100 wall units) which are convecting

rollers, giving us a Stokes layer for this at shallow angles either towards or away

distance (if the belt is run longer from the wall have been observed to create

Blasius effects begin to enter into the streaks. Thus, only one mechanism is

problem). This width/length ratio is necessary to create all of the structure
sufficient to prevent the disturbances found in the wall region.+ generated in the corners from reaching the
center of the belt at the test section. This long range effect has made the
Therefore, the wall layer flow on the
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observations connecting the formation of a the pinch-off of a lifted hairpin vortex.
streak pair with the passage of a Typical The circumstance of the characteristics of
eddy very difficult. For a long time the the excitation eddy could not be
connection was dismissed, because it was ascertained because it was not in the
thought that other motions (for example, laser sheet illuminating the flow above
the large eddies) or other mechanisms the wall at the time the pocket was
within the boundary layer must have had formed.
the governing influence, and here we
include any of the classical hypothesis. 3.4 Most often observed Typical
However, using the vortex ring/moving wall eddy/wall region interactions
model we describe below, we found that the
interaction of the coherent vortex rings In laser sheet side view studies, we
definitely does occur over these have most often observed a well defined
distances. With the model, which doesn't lift-up of sublayer fluid, sometimes a
have any additional influences present, we couple of lift-ups, which take(s) on a
could be certain that the interaction was hairpin configuration. This fluid does not
the effect of the passage of the eddy. get ingested into the Typical eddy, which
This evidence does not remove the moves away from the wall perturbed, but
possibility that other coherent motions in still a stable Typical eddy. The
the boundary layer can create a pair of hairpin(s) have most often been observed
streaks,however, Falco (1977) has pointed to twist and lose their coherence, or just
out that their are only two important move back down towards the wall and
coherent motions, the Typical eddies and dissipate. We call this a Type II
the large scale motions. This, combined interaction. The other commonly observed
with the fact that if all other scales of interaction, called Type III, results in
motion in the boundary layer contributed a lifted hairpin of sublayer fluid which
to the creation of streaks, we would not almost upon forming, gets ingested into
have a preferred streak spacing of the Typical eddy, resulting in a chaotic
approximately 100 wall units (Schraub and breakdown of both the lifted hairpin and
Kline 1965), lends support to the argument the eddy, as the eddy is moving away from
that Typical eddies are primarily the wall.
responsible. The possibility of
interaction of the large scale motions can In plan view studies the above
not be ruled out, but at high Reynolds mentioned interactions are accompanied by

JR m' numbers the large scale motions may have the formation and evolution of a pocket.
scales many thousands of wall layer units,
and thus could not be the primary streak 4. Vortex ring/moving wall interactions~producing mechanism.

4.1 Vortex ring interacting with a
moving belt

3.2 All occurrences of hairpin We can simulate the interaction of a
vortices connected with Typical Eddy/wall Typical eddy with the wall region of a
interaction, turbulent boundary layer by creating a

vortex ring and having it convect towards
Observations mentioned above have a moving wall. Figure 3 shows the basic

indicated that hairpin vortices can form idea behind the simulation. The vortex
as a result of pocket evolution and as a ring can be aimed at or away from the wall
result of lumping instability of existing at shallow angles. Both the wall and the
low speed streaks. We also indicated that ring move in the same direction. The
there were occurrences where neither of Reynolds numbers based upon the initial
these mechanisms appeared to be the cause, ring velocity and diameter of the dyed
We have now identified another mechanism ring bubble, D, ranges between 900 and
that can result in the formation of 2000. When created away from walls, these
hairpin vortices. When a Typical eddy is rings remain stable to azimuthal
moving away from the wall at a shallow instabilities over durations longer than
angle and when it is moving relatively those used in the interaction experiments.
slowly, say Uc/Uinf < .4, it will create a By performing a Galilean transformation on
pair of long very stable streaks that the simulation, we recover the essential
trail behind a hairpin vortex that lifts- aspects of the turbulent boundary layer
up slowly. The fraction of the remaining flow.
h~irpins that this accounts for is not
known, but it may well be an important 4.2 Evolutions of the model
percentage. These hairpins are in general
more stable and last longer than those We will describe the model in terms
created by the other two mechanisms. of the velocity ratios and spatial

relationships of the simulation. Later in
3 P the discussion, we will invoke the

Pinch-off of lifted hairpins Galilean transformation to relate the
Falco (1983) has previously observed findings to the turbulent boundary layer
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case. these conditions become wavy and slowly
breakdown resulting in additional lift-up

4.2.1 Fast rings (Ur/Uw > .45) moving and transport. The initial conditions are
towards the wall two-dimensional. The moving belt is

started from rest, so that the layer
Interactions which result from these approximates a Stokes layer. These streaks

rings have been described by Liang, Falco have obviously not formed as the result of
and Bartholomew (1983). They result in the the existence of streamwise vortices, but
formation of a pocket, and varying degrees it is clear from the Navier Stokes
of lift-up of wall layer fluid. The equations that streamwise vorticity has
interactions have been divided into four been generated at the wall.
types. Figure 4 shows sketches of the four
types of interaction. Type I results in a 4.2.3 Fast rings (Ur/U > .45) moving
minor rearrangement of the wall layer away from the wall at a shaYlow angle
fluid; followed by the ring moving away (less than 3 degrees)
from the wall essentially undisturbed.
Type II (same as described for boundary These initial conditions result in a
layer interactions) results in a well hairpin vortex which is linked to the
defined lift-up of wall layer fluid, which distributed streamwise vorticity that has
takes on a hairpin configuration. This formed a pair of long, very stable, low
fluid does not get ingested into the ring, speed streaks. A pocket is not observed.
and the ring moves away from the wall The evolution of the hairpin in this case
perturbed, but still a stable ring. The can lead to the pinch-off of this hairpin,
hairpin has been observed to pinch-off, or forming a vortex ring, and another
just move back down towards the wall and hairpin. Figure 6 shows four photos of the
dissipate. Type III (also described in evolution leading to the creation of a new
section 3.4) results in a lifted hairpin vortex ring. The long stable streaks which

* of wall layer fluid which gets ingested form, come closer and closer together,
into the ring, resulting in a chaotic indicating that the streamwise vorticity
breakdown of both the lifted hairpin and which caused them, and which is of
the vortex ring, as the vortex ring is opposite sign, is being stretched and
moving away from the wall. Type IV also brought very close together. Diffusion is
initiates a hairpin vortex, but in this accelerated, and the vorticity is
case the hairpin vortex is ingested into redistributed into a vortex ring and a
the ring on a much shorter timescale, and hairpin loop. Figure 7 shows long very
the ring and lifted wall layer fluid both stable streaks and a long stretched
breakdown while the ring is very close to hairpin which does not pinch-off over the
the wall. distance available due to size limitations

of the experimental facility--more than
Liang et al. used vortex rings with 2500 wall layer units. There are two

D+ > 250 and 6+ between 20 and 50, and initial conditions that may cause this
they observed only the above four types of kind of long stretched streamwise
interactions. Our experiments indicate vorticity to evolve into a hairpin: 1)
that if D+ < 150 and 6+ is between 20 and 6/D is very small; 2) the ring is far away
50, we can also obtain the four types of from the wall. Further study concerning
interactions noted above, but in addition, the effects of ring to wall distance is
we found that long streaks also formed. In needed.
these cases, a hairpin grew out of the
open end of the pocket, its legs stretched 4.2.4 Slow rings (Ur/U < .45) moving
and a pair of streamwise streaks formed away from the wall at a shaylow angle
along side the hairpin legs. The streaks
grew to several hundred wall units. This These initial conditions result in a
observation is in contrast to the hairpin from which a pair of long stable
suggestions of a number of investigators low speed streaks emerge. A pocket is also
that a lifted hairpin vortex would induce not observed. The phenomena of hairpin
a single streak to form between its legs. pinch-off, for this case, appears to

depend upon 6/D. If 6/D < .15 we get
4.2.2 Slow rings (U /Uw < .35) pinch-off, but only a part of the fluid

moving towards the wall aE a shallow angle involved in the hairpin is observed to
* pinch-off and form the ring. If 6/D is

These initial conditions result in a greater, and the ring moves away from the
pair of long low speed streaks, a pocket wall without ingesting any wall layer
and a hairpin lift-up. Figure 5 shows six fluid (Type I or II), the lifted hairpin
photos of this happening prior to the appears to do very little. Figure 8 shows
onset of a Type III interaction. We can four photos of the evolution for 6/D >
see the formation of the pair of low speed .15. In this case a pocket does not form,
streaks, followed by the formation of the and it appears that the hairpin has been
pocket, and the associated hairpin lift- generated by the initial vortex ring/wall
up, then partial ingestion. The ring later interaction, and that a pair of streamwise
breaks up. The streaks that form under vortices--which could be called its legs--

trail behind, creating the steak pair.
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Pinch-off does not occur. Figure 9 shows 4.3.3 Wavelength associated with wavy
four photos of the interaction for 6/D < streak instability
.15. In this case pinch-off of a portion
of the lifted hairpin does occur creating Figure 14 shows the non-
a new small vortex ring. dimensionalized streamwise wavelength that

sets in as a function of 6+ for different
4.2.5 Summary of interactions Ur/Uw. The wavelength is the same order as

the ring diameter. It decreases as the
A summary of the vortex ring/wall ring/wall speed ratio.

interactions which result in streak
formation and evolution is shown as a 4.4 Stability considerations
function of the parameters Ur/U , 6/D and
ring angle in Fig. 10 and 11. Figure 10 4.4.1 Vortex ring stability
shows the dependence of the formations and
evolutions of streaks on 6/D and Ur/U for Some additional data has been
D+ > 250 and a 3 degree incidence angye. obtained, which confirms and extends the
The indicated boundaries are between results of Liang (1984), showing the
different evolutions are approximate; boundary between stable ring wall
additional data is necessary to precisely interactions (Types I and II), and
locate their positions. The information unstable interactions (Types III and IV)
available suggests that the streak depends upon 6/D. Figure 15 shows a
development is essentially independent of stability map of the interactions for 3
6/D. Furthermore, streaks are only degree rings. We can see that for low
observed to form for speed ratios less ring/wall speed ratios, the ring stability
than approximately .45. Figure 11 shows depends primarily upon the relative
the dependence of 6/D on Ur/U for rings thickness of the wall layer and the size
moving away from the wall at .5 degrees. of the ring; for thicker wall layers, or
6/D now plays a much more important role, smaller rings the interactions are more
and long streaks are generated over the stable. Furthermore, the shallower the
entire speed ratio range studied. incidence angle the more stable the

interaction.
4.3 Scaling associated with the

vortex ring/moving wall interactions 4.4.2 Stability of the streaks

From our perspective of a turbulence We spent considerable time deciding
production model, the streak spacing, upon a measure of the time to instability
streak length and wavelength of the streak of the streaks which exhibited wavy
instability are quantities of interest, instability. Figure 16 shows the

dependetce of the time to instability of
4.3.1 Streak spacing the streaks on the wall layer thickness

(both quantities non-dimensionalized by
Figure 12 shows the dependence of the wall layer variables) for 3 degree

streak spacing in wall units on the size incidence rings. We can see that for each
of the vortex ring in wall units, for an convection velocity ratio, there is a
incidence angle of 3 degrees and Ur/U = value of 6+ above which the time to
.31. The thickness of the wall layer (in instability becomes much longer. As the
wall units) is shown next to each data ring/wall speed ratio increases, the
point. The streak spacing, Z+ , is within critical thickness of the wall layer
10% of the ring diameter for wall layer needed to increase the time to instability
thicknesses between 20 and 50 wall units, decreases.
Results shows that decreasing Ur/Uw will
decrease the average streak spacing 4.4.3 Comparison between ring and
relative to the ring size for fixed streak stability
incidence angles. Furthermore, increasing
the incidence angle of the vortex ring Both the rings and the streaks are
will increase the average streak spacing more stable when the wall layer is
for a given ring size and speed ratio. thicker. Figure 15 shows a comparison of
Figure 13 shows the dependence of the the stability boundaries of a three degree
streak spacing on the speed ratio and ring moving towards the wall, and of the

• angle. boundaries of stable streak formation
those rings can create. It turns out that

4.3.2 Streak length the ring stability curves for different
size rings collapse when plotted this way,

Measurements show that streak lengths but the streak formation boundaries remain
greater than x+ = 500 were obtained for a function of the size of the ring. As the
many of the interactions in ranges where ring size increases, the unstable region,
the streaks are stable ( for rings with D+  where streaks breakup as they are forming,
- 100, steaks as long as x+ 1000 were increases.
found .The streak formation boundaries in
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this figure represent the boundaries The wide range of interactions that
between conditions that will enable a pair can be simulated using the vortex
of long streaks to form. For 6/D below the ring/moving wall experiments are not all
boundaries, we have a very unstable admitted by the turbulent boundary layer
situation in which the fluid in the region with equel frequency. Some are not
around the eddy seems to rearrange itself admitted at all. The range of tne
into the beginnings of a streak, but the parameters (angle, wall layer thickness,
streak pair is not stable, and immediately convection velocity) found in the boundary
breaks up. For S/D values above the layer are limited, and in all cases they
boundaries, a pair of long streamwise have skewed probability distributions
streaks form. However,, once formed the (towards higher values) that are
streaks are susceptible to breakdown by approximately lognormal. When these
the wavy or lumpy instabilities noted distributions are used to determine the
above, where the time to instability is a events that are most probable, we begin to
function of angle, convection velocity, see what to expect.
and the instantaneous wall layer thickness

for example, see figure 16 ). Figure 17 shows the distribution of
D+ obtained from the diameter of the

5. Implications for turbulent boundary Typical eddies of a turbulent boundary
layers layer at R = 1176, superimposed upon the

streak spacing obtained for various size
5.1 Connection between vortex rings. When the simulation outcomes are

ring/wall layer description and the conditioned by the probabilities of scales
Typical Eddy wall layer interaction found in the boundary layer, we see tha

the simulation gives a most likely streak
To interpret the results of the spacing of approximately 100 wall units.

vortex ring/moving wall interactions in This is an important quantitative test of
terms of turbulent boundary layer the quality of the simulation.
interactions, we must perform a Galilean
transformation on the velocity field. Our We have very limited information
interpretation of the simulation has been about distributions of this type for the
to identify the Stokes layer with the angles of incidence and/or movement away
viscous wall region which extends to y+ from the wall, for the convection
approximately 30-50. The mean velocity at velocity, and for the instantaneous wall
this height is approximately 70 -80% of layer thickness, but the evidence
Uinf. Thus, indicates that the frequency of occurrence

of many of the interactions which we can
UC /Uin f = a(l - Ur/Uw) simulate is quite low in the turbulent

boundary layer. Often these interactions
where 'a' represents the outer region are very intense. The conditions in the

velocity defect which we can not simulate boundazy layer that exist which keep their
(20 -30%). Thus, in thinking about the probability low are essential to the
implications for the turbulent boundary measured values of the drag. We need to
layer, basically high speed ratios in the explore ways to further limit the
simulations correspond to low convection occurrence of Lhe violent breakups if we
velocities of the Typical eddies in the are to pursue a rational program of drag
boundary layer. As a result, we expect the reduction ( and noise reduction ) in theTypical eddies that emerge from wall layer boundary layer. The model allows us to
fluid (through a pinch-off of lifted isolate a specific high drag producing
hairpin vortices, for example) to have a event, and carefully study the parameters
low convection velocity. Since these are that it depends upon. We are currently

*moving away from the wall, they will building the sample sizes necessary tocorrespond to fast rings moving away from more accurately obtain the distributions
the wall. These exhibit long streak mentioned above.
formation which is stable, an pinch-off,
depending upon the thickness of the wall 5.2 Implications for drag
layer. We do see long stable low speed modifications
streaks in the boundary layer, and we have
limited evidence of hairpin pinch-off. On As we have seen, snall changes in thethe other hand, Typical eddies that are parameters of Typical eddy size, incidence
convecting towards the wall will be of angle, convection velocity, and wall layer
relatively high speed, and thus simulated thickness can alter the evolutions that
by low speed vortex rings moving towards result when a Typical eddy interacts with
the wall. These will produce long streaks the wall. Changes in any of these
which go unstable (undergoing either wavy variables which cause a cross over in the
or lumpy instabilities), short streaks boundaries (such as those shown in Fig. 10
which go unstable, and pockets in all and 11), will result in a change in the
cases. Again we see all these events in drag at the wall.
the turbulent boundary layer.

Consider, tor example the angle o1
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incidence. If we can change the strength boundary l,$er to enable us to obtain a
of the large scale motions, say, by outer picture of the most probable interactions,
layer manipulators, we can easily change and to gain insight into the causes of the
the angle of a Typical eddy that is moving interactions which occur with lower
towards the wall, and may even be able to probability, that may contribute
change the direction if it is at a shallow significantly to the transport. It appears
angle, so as to make it move away from the that turbulent boundary layer control
wall. This will effect the stability of leading to drag reduction ran be realized
both the local eddy wall interaction by fostering the conditions suggested by
(interactions of Type I-IV), and the the simulaticns which will increase the
stability of the streaky structure which probability of having stable interactions.
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POCKET STREAKS POCKET

Insuntaneou$ turbulent boundarv laver

Sbouiatd voten riewafl shear layer

Fig. 1. Two pockets and a pair of Fig. 3. The basic idea behind the
streaks as seen in wall slit simulation. Performing a Galilean
visualization of the sublayer of a transformation on the vortex ring/moving
turbulent boundary layer using smoke as wall interaction makes it a model of the
the contaminant in air. The slit is at turbulent boundary layer production
the top of the photo, and the flow is process.
from top to bottom.

r7

Fig. 5. Six photos of a vortex ring/moving wall interaction
for Ur/Uw < .35 when the ring moves toward the wall at a 3
degree angle. Both plan and side views are shown; the ring
and the wall are moving to the right; only the wallward side
of the ring has dye in it. The interaction results in a pair
of long streaks prior to the onset of a pocket and its
associated hairpin lift-up, which then gets partially

*°  ingested into the ring.
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Fig. 2. Side and end views of a schematic of the
experimental apparatus used in the vortex ring/moving wall
simulations.
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interactions (see text for explanation).
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Plan c: w'

side

a C

b .d .- _--_

Fig. 6. Four photos of a vortex/ring moving wall interaction for

Ur/Uw > .15 when the ring is moving away from the wall at a 2.5 degree

angle. Both plan and side views are shown; the ring is at the upper

right of the side view; ring and wall are moving to the right. A

hairpin forms when the interaction starts. The long stable streamwise

streaks which also form, come closer and closer together, indicating

that the streamwise vorticity which caused them, and which is of

opposite sign, is being stretched and coming closer together. This

evolution leads to 'pinch-off' and the creation of a new vortex ring.

a b k

Fig. 7. Same conditions as Fig. 6,
except that the wall layer is very thin,
so b/D is small. We obtain long very
stable streaks and a long stretched
hairpin which does not pinch-off over
the 2500 wall layer distance of the
facility. The time between each photo is
approximately 50 wall units.
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Fig. 8. Four photos of a vortex/ring moving wall interaction for
Ur/Uw < .45 when the ring is moving away from the wall at a 2.5 degree
angle and h/D > .15. Both plan and side views are shown; the ring has
most of its dye in the upper part; ring and wall are moving to the

N! right. Again a pair of long stable streaks is created, a pocket does
not form, and a weak hairpin which forms does not pinch-off. There is
evidence of a second pair of streaks forming.

31

,Ii

'. b

Fig. g. Same conditions as Fig. 8, except that b/D < .15. In this
case we again obtain a pair of long stable streaks and a hairpin.
Pinch-of f of a portion of the lifted hairpin does occur creating a new

O small vortex ring. We don't have the secondary streak pair forming.
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Fig. 10. The dependence of the Fig. 11. The dependence of the
formation and evolution of streaks formation and evolution of streaks
on b/D and Ur/Uw for D+ > 250 and a 3 on b/D and Ur/Uw for rings moving away
degree incidence angle. The indicated from the wall at 2.5 degrees. b/D now
boundaries between different plays a much more important role, and
evolutions are approximate. Streaks are long streaks are generated over the
only observed to form for Ur/Uw < .45. entire speed ratio range studied.
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Fig. 12. The dependence of the long Fig. 13. The dependence of the streak
streak spacing in wall units on the size spacing on the speed ratio and ring
of the vortex ring in wall units, for an interaction angle.
incidence angle of 3 degrees and Ur/Uw =
.31. The thickness of the wall layer (in
wall units) is shown next to each data
point.
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Fig. 14. The non-dimensionalized boundaries' of a three degree ring
streamwise wavelength of streaks moving towards the wall, and of the
subjected to wavy instabilities, boundaries of stable streak formation

those rings can create. The ring
stability curves for different size
rings collapse when plotted this way,
but the streak stability boundaries
remain a function of the size of the
ring.

200
325 S32. 9

0+.-035,9

T1OD 275 .3 0

r 0 ~225 I.3
ISO /W 30 9I n '

175 h 6,3AAV3

140

+ 125li

120

025 30 35 40 45 W0 25 75 125 175 27 5 325

+ D3+

Fig. 16. The dependence of the time to Fig. 17. The distribution of D+
instability of the streaks on the wall obtained from the diameter of the
layer thickness (both quantities non- Typical eddies of a turbulent boundary
dimensionalized by wall layer variables) layer at Re = 1176, superimposed upon
for 3 degree incidence rings, the streak spacing obtained for various

size rings.
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New developments in 3-component LDA techniques

by

Preben Buchhave

DANTEC Electronics, Allendale, N. J.

Abstract:

To gain the full potential advantage of the laser Doppler
measuring technique, the instrumentation must be flexible enough to be
configured in a way, which is optimal for a given flow problem. At
DANTEC we are continually working on a dual improvement programme: On
the one hand, we learn from the use of LDA equipment in many different
situations and are able to determine the requirements to an optimum
configuration, and on the other hand, we use our experience to
continually improve the specifications and performance of the
equipment. We are qrateful to be given this opportunity to summarize
our latest advances, and to explain the underlying ideas. In this
talk, we shall present results in the areas of optical configurations
for 3-component measurements in turbulent flow, improvements in
interface and software, and the use of fiber optic technology.

Two opposing requirements often clash in the application of LDA
to 3-component measurements in turbulent flows: good resolution of all
three velocity components and optical accessability. With a fringe-
mode LDA it is necessary to access the measuring volume with laser
beams from significantly different directions. It is also desirable to
maintain control of the fringe distance in the MV. The only way to
achieve this is by establishing three independent frinqe systems in
the measuring volume by transmittinq three independent pairs of laser
beams, which are coded either by laser wavelength (color), carrier
frequency (frequency shift) and/or polarization of the laser liqht. A
combination of fringe-mode and reference-mode LDA techniques requires
such different operating conditions that it does not seem to work
under normal circumstances. To reduce the number of optical components
a commonly used techniques is to combine a two-component system, which
measures two orthogonal components normal to one axis, with a single
component system. The primary measured components, as shown in Fig. 1,
consist of two generally non-orthogonal components, ul and ut,, and a
third component, u , normal to the plane of the first two. The
transformation froi these primary measured components to a desired
orthogonal system is given in many references, see e. q. Ref. 1. The

I problem with this arrangement occurs because the two non-orthogonal
primary components are often separated by a small angle due to
necessary constraints in the optical accessability of the measurinq
volume. This reduces the resolution (smallest measurable velocity
component) of the socalled axial component (the z-component in Fig. 1)
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when i- is computed from the primary components. With the orthogonal
system shown in Fig. 1, the transformation formulas for the x- and z-
components reduce to the sum and differences of the uI - and u -
components. The problem can be visualized by considering a se? of
virtual fringes normal to the x- and z-axes. These virtual fringes
define the number of zero crossings of a hypothetical siqnal formed by
the sum and difference of the primary Doppler signals from the u and
U2 systems. The resolution of a resulting component depends on the
transit time and the number of virtual fringes (shift subtracted) in
such a way that the resolution becomes very poor for the z-component
in the commonly used configuration of Fig. 2. The best result (most
similar resolution of all three fluctuatinq velocity components) is
obtained when the longest direction of the MV is aligned with the mean
flow direction as shown in fig. 3.

The need to control independently the frinqe spacing through the
beam angle and the resolution through the component separation angle
motivates the optical arrangement of the DANTEC 3-component LDA as
shown in Fig. 4. In this system it is possible to control the anqles
as well as the focal distance independently, and thus adapt the system

* to a wide range of applications.
Having the opto/mechanical configuration of Fig. 4. we often go a

step further and recommend an off-axis backscatter configuration. This
can be achieved simply by exchanqinq the photodetector optics from one
side of the optics to the other. The measuring volume is then defined
by the intersection of the focussed laser beams from one optics with

0 the projection of the pinhole from the opther optics, which
significantly reduces the length of the MV. The effect is not only to
improve the spatial resolution of the instrument, but also to
significantly improve the signal-to-noise ratio of the dectected
signal due to the reduction of scatter from small particles
surrounding the MV.

The ultimate step in obtaining an equal resolution on all three
components in an orthogonal system and the smallest possible measurinq
volume is a configuration as shown in Fig. 5. Obviously such a system
requires a careful mechanical design, but it is our experience that
the demands to mechanical rigidity can be met.

A special problem in LDA measurements occur when an attempt is
made to measure through a window into a waterfilled tank. The LDA
optics is carefully designed for minimum optical abberations in air,
and by applying the same optics through an air-water interface severe
aberrations are introduced. These abberations are least visible in a
direct backscatter optics, because some signals will still be
detected, but the definition of the measurinq volume becomes very
poor, and the signal-to-noise ratio is severely degraded. DANTEC
recommends that, whenever possible, the front optics be placed inside
the liquid and that the front lenses be designed for operation in the
liquid. If this is not possible, we recommend that the tank be
surrounded by an additional tank, which houses the front optics and
allows the front optics to be designed for operation in the same index
of refraction as in the tank. This is of cause an added expense and
inconvenience, but considerina the investment in time and money
normally associated with 3-component measurements it is a relatively
small effort, but one that may make a biq differnce.
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The second problem complex we shall address here is that of the
computer daca processing. The same type of general considerations we
used when considering the optics are applicable here. The problem is
the huge range of possible velocities and spacial and temporal scales.
To achieve optimum operation the data processing parameters such as
sample size, sample rate and number of batches and also such signal
processor characteristics as velocity offset and range (frequency
shift and filter settings) must be fine tuned. These requirements
translate into necessary specifications for the interface and
software.

At DANTEC we have long used a buffered computer interface with
the capability of measuring both velocity, transit time and time
between samples on three channels simultaneously (with programmable
coincidence time). The random data rate combined with the required
number of data words from each 3-component measurement dictate a
transfer speed of up around I M words per sec. Data must often be
timed relative to an external trigger, e. q. from an encoder on a
piece of rotating machinery. Our new IBM compatible interface board
has an on-board buffer capacity of 32 k measurement points, a transfer
speed of 1 M samples per sec, ability to write either directly to a
hard disc or directly to memory, programmable coincidence filter and
on-board timing circuits for timing of external trigger pulses. It
will also allow the signal processors to be operated in the socalled
controlled processor mode.

The most important part of the equipment with respect to user
friendliness, however, is the software. In a previous publication
(Ref. 2 and 3) we have considered the requirements to the sampling
process, and shown the enormous ranqe of sampling parameters required
for optimal operation. As a specific example we considered the
velocity field around a ship model in a towing tank. If the goal is
measurement of mean and moments of the three-dimensional velocity
field around the stern and propellor at a number of points in a grid,
it was shown that a required 5 pct. accuracy of the measured mean
values translated into a requirement for sample frequency and sample
size of 5 Hz and 36 samples per grid point, respectively. If the goal,
however, was measurement of spectral characteristics in the boundara
layer along the side of the model, the requirements changed to
something like a 30 kHz sample rate and a sample size of 230 k samples
per measuring point. Obviously, it is preferable to have an idea about
the required sample size before starting a measurement. In the
references it was discussed how one can make some preliminary
estimates from the known or estimated scales of the experiment.
However we have also tried to accomodate this estimation proces by
providing two different modes of operation of the software: the
estimate mode and the measure mode. In the estimate mode it is
possible to wiev on-line two important characteristics of the flow:
the velocity pdf or histogram and the velocity autocorrelation
function. The on-line histogram allows the user to check if the
processor shift and bandwidth are correctly adjusted by allowing him
to see the velocity distribution within the limits set by the
processor. It is then clearly seen if the processor is limiting the
measured velocity range or if there is a possibility of filter bias.
The on-line correlation function allows the user in a similar fashion
to check the temporal characteristics of the flow, in particular the
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integral time constant, which plays a crucial role determining the
optimum sample rate. As is well known, multiple samples within the
integral time scale are redundant from the point of view of averaging
the statistical fluctuations of the velocity. On the other hand, if
batch sampling is being employed, it is necessary to extend each batch
over at least two integral time scales to get an unbiased spectral
estimate. The on-line correlogram allows the user to estimate the
integral time scale and the form of the correlation function before
starting a time consuming measurement. The measure mode on the other
hand allows a completely computer controlled, automatic measurement
program including three-dimensional traversing of the measuring point.
Data is collected on storage media, and will be available for
subsequent analysis at any time.

The last item we wish to address is the use of fiber optic
technology in LDA measurements. In our view the advantage of the fiber
optic probes is primarily a practical one, in that the fiber
technology allows LDA optics to be employed at positions, where the
standard optical systems have no access. Also positioning and moving

* the optical system becomes easier, when the laser can be connected
through a fiber optic link. However, as all good things, the fiber
optics has a price, and this is primarily a loss of light in the
transmission fiber and an increased number of adjustments, in
particular for coupling the light into the fiber. This problem occurs
because of the properties of the gas laser such as mode instability

0 and beam shifting, which makes it hard to design a coupling, which
does not have to be adjusted once in a while. Tne greatest problem in
the use of fiber optic LDAs seems to be the incorporation of frequency
shift in such a way that the system operation is not degraded. To
avoid interference effect in two separate fibers, DANTEC has employed
a technique in which the shifted and unshifted beams are combined and
transmitted through a polarization preserving fiber as two
independent, orthogonally polarized beams (Fig. 6). This method may
produce unacceptable cross coupling in longer fibers, and therefore a
slightly larger probe has been designed for such cases. This two-colorAr-laser probe contains both dispersive prism color separation and

two-channel Bragg cell frequency shift internally, and thus avoids the
problems of interference effects and cross coupling entirely (Fig. 7).

References:

1. Buchhave, P (1984) "Three-component LDA measurements" DISA
Information 29, pp 3 - 9.
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ON THE DECOMPOSITION OF TURBULENT
FLOW FIELDS FOR THE ANALYSIS OF
COHERENT STRUCTURES

Charles G. Speziale

The George W. Woodruff School of
Mechanical Engineering

Georgia Institute of Technology
Atlanta, GA 30332

ABSTRACT structures has recently been emphasized by Ltmley

The decomposition of the turbulent velocity, (1981) and Hussain (1983, 1986). Great difficul-

pressure, and vorticity fields for the analysis of ties arise in accomplishing this task for more

coherent structures is examined from a fundamental general turbulent flows which are not being

theoretical standpoint. It is shown that the strongly excited at some unique characteristic

* commonly used double and triple decompositions frequency. For such turbulent flows, the eduction

yield coherent and incoherent parts of the of coherent structures is a painstaking experimen-

turbulence that are not Galilean Invariant and, tal effort in which great caution must be taken to

consequently, severe doubts are raised concerning insure that freak modes are not captured.

their general usefulness for the eduction of Two different decompositions of the turbulent

coherent structures. Alternative triple decom- flow fields have primarily been utilized in the

positions are proposed which are invariant under analysis of coherent structures: triple decom-

an arbitrary change of observer. Applications of positions consisting of time-averaged, coherent,

this triple decomposition to the construction of and incoherent parts (see Reynolds and Hussain

helicity fluctuations which are more suitable for (1970)) and double decompositions consisting of

the study of coherent structures are also just coherent and incoherent parts (see Hussain

discussed. (1983)). The purpose of this paper is to analyze

in more detail these various methods of decompos-

ing turbulent flows for the analysis of coherent
1. INTRODUCTION structures. It will be shown that the commonly

During the past decade, a significant used double and triple decompositions are not

research effort has been directed toward the study Galilean invariant. In particular, it will be

of coherent structures in turbulence (c.f., Roshko demonstrated that the temporal phase averages used

(1976) and Cantwell (1981)). Although large-scale to represent the coherent part of the turbulence

organized motions had been observed in turbulent are not unique for all inertial frames of

flows many years before (c.f., Townsend (1956)), reference. Consequently, serious doubts are cast

it is only through this more recent work that the on the general applicability of these double and

widespread occurrence and important role of triple decompositions for the eduction of coherent

coherent structures in turbulence have come to be structures since they are overly biased by the

recognized. Most of this recent research on observer. Alternative triple decompositions will

coherent structures, however, has been limited to be proposed which are invariant under an arbitrary

flow visualization which can, at times, be mis- change of frame and, thus, appear to be more

. leading. The need for more quantitative experi- suitable for the general eduction of coherent

mental and theoretical analyses of coherent structures. These triple decompositions will be
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utilized to construct helicity fluctuations that - - (7)

are properly Invariant for the description of

coherent structures unlike previously used where 0' is the usual turbulent fluctuating part

measures which were not Galilean invariant (see such that

Speziale (1985)). Potential applications of these = * + 0'. (8)

results to the analysis of turbulent shear flows

will be dibuaed riiefly aling with other From (6), it is clear that the coherent part of

possible avenues of future research. the turbulence Wi this formalism iH huaed on an

ensemble average of turbulent flow structures at

the same phase of their evolution which occurs at
2. THE STANDARD DOUBLE AND TRIPLE DECOMPOSITIONS the time intervals ti (consequently, <.> is called

The turbulent flow of an incompressible the phase average).

viscous fluid will be considered for which the The alternative approach that has been used

velocity X and pressure P are solutions of the consists of viewing the turbulence as a super-

Navier-Stokes and continuity equations given by position of coherent and Incoherecit parts as

follows (see Hussain (1983))
av 2
T-+ v • V v - -V p + vV v (1)
t<p + ,r (9)

V v - 0 (2) which constitutes the double decomposition.

Since,

where v is the kinematic viscosity of the fluid.

Additionally, the vorticity vector w - V x v is a <0> - 0 + <0'>

solution of the transport equation

+ c(10)
aw-+ v • V W - W • V v + V2 

w (3)
t w it is clear that the double and triple

decompositions are only equivalent in their
which is obtained by taking the curl of equation coherent parts when

(1). In the earliest analysis of coherent struc-

tures, the triple decomposition was introduced « < >

where the turbulent fields * - (P,vw) were decom-

posed as follows (see Reynolds and Hussain (1970) i.e., when the coherent structures are dominant

and Hussain (1983)): relative to the time-mean fields. Since the

triple decompositions can describe the growth of
S= + c + r (4) coherent structures by the extraction of energy

from the time-mean flow (a process which the
In (4), is the time-mean, 0C is the coherent double decompositions are fundamentally unable to

part, and r is the incoherent (or random) part describe), they have been the preferred approach

which, respectively, are given by for the analysis of coherent structures that are

small perturbations of the mean flow. Double

Irn 1 T *(xt + ldT (5) decompositions have been useful in the analysis of

T- -T coherent structures that are dominant relative to

N fne time-mean flow (c.f., Hussain (1983)).
" €c- <*'> " lim * '(x,t + ti) (6)

N.N ill It will now be shown that the coherent part

of the turbulence defined by both the double and

10-2
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triple decompositions discussed above are not -+ (16)

Galilean invariant and, hence, are not suitable

for the analysis of general turbulent flows. A are invariant under an arbitrary change of frame

Galilean transformation is defined by (see Speziale (1979)).

There is, however, an additional problem with
x* - x- )0 t t* - t (11) the coherent part of the turbulence defined by the

phase average (6). Such a pliase average is not
where V is any constant vector. If x is an Galilean invariant. More specifically, given that

inertial frame of reference, then x* will

constitute the class of inertial frames. Under a f* f, (17)

Galilean transformation it is a simple matter to then, in general,

show that <f*> * <f>. (18)

- P, v* - , ; (12) The detailed proof of this is as follows:

where the notation N

<f*> lm I f*(x*,t* + t

f*(x*,t*) f(x- vr,t) (13) N+- i-I

- ha m f(E - Vot t + ti)is utilized. While P and w are Galilean N iIi

invariant, their time means are not since, e.g.,

T <f> (19)

T* - lir 
f  

P*(x*,t* + T)dT

T- -T and, hence, the phase average is not a Galilean

T invariant. This result is not all that surprising

" lim f J P(X - 4t, t + t)dT if one considers the fact for
T -T

T ti - i/F (20)* P. (14)i

the phase average is nothing more than an ensemble
This is not at all surprising since the existence~average with respect to some characteristic

of a time mean requires that the turbulence be frequency F. It is well-known that the measured

statistically steady. It is well-known that the temporal frequency of a disturbance depends on the

Galilean transformation of a steady flow is not motion of the observer.

necessarily steady (c.f., Milne-Thomson (1968)).

This problem is easily overcome by the substitu- In the next section, a triple decomposition

tion of ensemble averages defined by which is independent of the observer will be

introduced.

-!i mE'I 1) -)lira (15)

N
+
. N ih l 3. TRIPLE DECOMPOSITIONS THAT ARE INDEPENDENT OF

THE OBSERVER

where an average is taken over N repeated experi- As discussed in the last section, in order to

ments (for a statistically steady turbulence, the be able to analyze coherent structures in

ergodic hypothesis of - can be invoked). The turbulent flows which are not necessarily

fluctuating fields #" based on an ensemble mean, statistically steady, ensemble averages defined by

defined by (15) should be used. The fluctuating fields will
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be split into coherent and incoherent parts as In (27), b(t) is any time-dependent vector and

follows Q(t)is any time-dependent proper orthogonal tensor

Buch that
*"~ " C R" (21)

C T =2T 2 , dtQ-1 (28)

In lieu of the frame-dependent phase averages

(given by (6)) that have been traditionally used, where det(.) represents the deteiminant and the

phase averages based on either Eulerian space or superscript T denotes the transpose. Equation

Lagrangian time ensembles are proposed. To be (26) results from the fact that the fluctuating

specific, OC will be taken to be of the form velocity, pressure, and vorticity fields based on

an ensemble mean are frame-independent (see

N Speziale (1979)), i.e.,
=<015 E lim 1 O"(3S + ri t) (22)N+e i-l

0"*- o" (29)

or
N and that any properly posed Eulerian space or

S<*>L lim ) N"(X,t + t). (23) Lagrangian time average are observer independentN+= i-1
(see Truesdell and Noll (1965)). Of course, as

In (22) -(23), E, are position vectors placed demonstrated in the last section, Eulerian time

from x at spatial intervals where the reference averages depend strongly on the motion of the

phase occurs, *"(X,t) is the Lagrangian represen- observer. Hence, beyond satisfying the obvious

tation defined by physical constraint of Galilean invariance, this

new triple decomposition defined by (22), (23),

a *(X(Xt),t) (24) and (25), gives rise to coherent parts that are

completely independent of the observer. This is

where x(X,t) is the time-dependent topological as it should be since turbulence consists of a

mapping that describes the fluid motion (e.g., superposition of organized and random time-

X(X,t) = x(X(x,t),t)), and ti  are the time dependent deformations whose fundamental proper-

intervals at which the reference phase occurs for ties should not be affected by a rigid body motion

a given fluid particle X. of the observer. It should be kept in mind that

the traditional turbulence correlations (i.e., the
If we take Reynolds stresses, dissipation rate, etc.) which

- have shed considerable light on the structure of
0= E + OC + OR (25) random turbulence are invariant under a change of

observer.
(wheree One important application of these results

the coherent and incoherent parts of the turbu-

lence will be independent of the observer. More could lie in the analysis of the helical nature of

precisely, turbulence. Recently, computations of the

helicity density

h* C *-0(6 1- v - (30)
C C' R~R (26)

under arbitrary time-dependent rotations and have been conducted with the hope that some

translations of the spatial frame of reference important new insights could be gained on the

nature of coherent structures (c.f., Levich and

* 9 (t)+ b(t). (27) Tsinober (1983) and Pelz, et al., (1985)).
However, it was shown by Speziale (1985) that
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fluctuations in the helicity density h transform decomposition was proposed which was based on an

as ensemble mean and Eulerian space or Lagrangian

h"* h" - V * (31) time phase averages of the turbulent flow fields.

It was proven that this decomposition gives rise

under a Galilean transformation and are, thus, not to coherent and incoherent parts of the turbulence

invariant. While the alternative helicity that are completely independent of the observer-a

property which should be satisfied if one is to

h V v" • do (32) develop a framework suitable for the general

eduction of coherent structures. It was argued

is invariant under a change of observer, it is that an alternative measure of local helicity

overly biased by the incoherent turbulence and, based on the coherent velocity and vorticity

thus, could not be directly correlated with such obtained from this decomposition is preferable to

turbulence activity as coherent structures (see the non-Galilean invariant helicity density which

Pelz, et al., (1985)). Consequently, no measure has formed the basis for some recent computations.

of local helicity that was defined in this Further experimental and computational

previous body of research on helical structures is research is needed to test the efficacy of this

appropriate for the general analysis of coherent new triple decomposition in the eduction of

structures as pointed out by Speziale (1985). It coherent structures. In addition, it would be of

appears, perhaps, that these difficulties could be interest to apply these ideas to the analysis of
overcome by the use of the coherent helicity helical structures in turbulence. It appears that

density coherent structures will be an active and fertile

h C -C * 4 (33) area of research for many years to come. However,

the ultimate value of any scientific theory lies

which is invariant under a change of observer and in its predictive value. It is only through the

provides a measure of the alignment of the development of a sound theoretical framework that

velocity and vorticity vectors of the organized this will become possible.

structures which may be related to turbulence

activity. It would be of considerable value if

(33) could be measured or computed for some ACKNOWLEDGMENT
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FORMATION OF A CONCENTRATED VOR-

TEX STRUCTURE INDUCED BY INTERAC-
TION OF A SINGLE VORTEX WITH UN-
STEADY VORTEX LAYER SHEDDING FROM
AN AIRFOIL

Jerzy wirydczuk
Institute of Fluid Flow Machinery
Polish Academy of Sciences
Gdaisk, Poland

ABSTRACT ny efforts were - and still are - made to

The paper contains the results of theo- construct a model allowing to predict and
retical and experimental investigations of analyse the unsteady flow about an airfoil
deformation of unsteady vortex layer formed
behind an airfoil in a plane parallel flow. as completely as possible in a theoretical
The variable intensity of the layer is cau- way.
sed by the concentrated vortex structure The changes of flow conditions descri-
flowing in the vicinity of the airfoil. The
theoretical calculations were performed for bing cases often occuring in aeronautical
a symmetric Joukovsky airfoil, using confor-
mal mapping and point vortices methods. The engineering i.e. changes of velocity or of
experimental investigations were conducted an inclination angle, sharp-edged gusts or

~ in a wind tunnel at velocity U = 2.16 m/s airfoil vibrations, were examined in details
and Re = 4 x 103. A "smoke wire" visualiza-
tion technique was used supplemented by basing on both analytical and numerical mo-
standard hot-wire anemometer measurements. dels (f.e. Basu and Hancock (1978) Giesing
Both experiment and theory indicate that the
generated layer quickly deforms forming in (1968)). It is possible to point at a case
many cases a new concentrated structure of
comparable intensity but of rotation opposi- that has been less thoroughly examined. It
te to the primary vortex. Pesults of inten- is the case closely connected with opera-
sity measurements of both vortices are pre- tion of rotor elements of fluid-flow machi-
sented.

nery, namely presence of concentrated vor-

1. INTRODUCTION tex structures in flow oncoming towards an

The investigations of airfoil behaviour airfoil. This case of flow disturbation is

in unsteady flow conditions, when the cha- sometimes analysed as a solution of given,
racter of changes of flow is known, are a definite configuration of profile palisades

significant part of the whole airfoil stu- in a definite machinery design, but there

dies. They tend to evaluate the changes fe. are only a few publications treating the

of aerodynamic lift, pressure or vorticity problem generally - as an elementary case

distribution on the airfoil contour due to of vortex-airfoil interaction. Saffman and

short-lived or local changes of velocity Sheffield (1977) analysed theoretically po-

field. The significance of above investiga- !.ential flow over a flat plate with a sin-

tions results from the fact, that these chan gle attached vortex. They found the possib-

ges can involve effects, which cannot be pre le positions of the vortex zero-velocity

dicted basing on the theory of stationary equilibrium and demonstrated that the lift

flow about an airfoil, but which can make was significantly increased in that way. A

* the airfoil operating conditions worse to a similar analysis, but related to joukovski

considerable degree, f.e. by vibrations or airfoil, was done by Huang and Chow (1982).

strong instantaneous overload. Therefore ma- Timm (1985) investigated experimentally so-
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with the stream from
und effects of the vortex-airfoil interac- infinity, causes generation of new vortices
tion in a subsonic flow. He demonstrated ma- close behind the trailing edge of the air-

ny examples of flows, where new vortex stru- foil - as a result of fulfilling the Kutta

ctures were generated as a result of the condition. These path vortices create in the
primary vortex interaction with the airfoil flow a siagle row, growing with time and de-
boundary layer. Poling and Telionis (1986) forming simultaneously. The point of gene-

studied flow about a fixed airfoil immersed

in the vortex wake generated by a pitching

airfoil. Basing on the precise measurements K0
they concluded that the unsteady Kutta con- U )
dition did not correctly describe the flow

in the immediate vicinity of the airfoil KS.. Kj... K
trailing edge.

This paper describes theoretical and

experimental investigations of development

of the unsteady vortex layer, generated be-

hind an airfoil by a single concentrated Fig. 1. The model of vortex flow near the
free vortex, treated in the paper as a pri- airfoil

mary, elementary flow disturbation. A course ration of the new path vortex in the consi-

of changes of the vortex layer intensity as dered time step is taken basing on the equ-

well as the particular stages of its defor- ality of the distance between this point

mation and interaction with the primary vor- and the trailing edge and product of local

tex are examined. Intensities of the inves- x - component of the velocity vector cal-

tigated structures are estimated. The re- culated at this point and half a time step.

sults should be useful in theoretical ana- This requirement is a close adaptation of

lysis of many more complicated cases of the requirement used by Basu and Hancock.

flow about bodies and simultaneously they The instantaneaus velocities of the vor-

should yield new information about regula- tices were calculated using the Kirchhoff-

rities of vortex interaction in real flows. -Routh function, which for a considered step

s can be stated as:

2. THEORY S a z2
The existence of vorticity in the flow, W8 = Z KI[Poln U ( ai T

both concentrated and having continuous 2 a2  - Uy2

distribution, in often descitbed by placing i - a2 [ _j) 2 _'- (2k rj)2j
the groups of point or discrete vortices in + jKkln ( _I +-, I-p ?j. ?k ?-,7 4)
the potential flow model (see Saffman(1979)) .j=i

1 j o K n + 2'

The results presented here were obtained u- + K2 -n a +

sing the model of flow of ideal fluid about 2 J=o J a
a symmetric Joukovsky airfoil, which shape 1 5 (4 A)2 + 2

* resulted from: + = K ln (2)

(a~ -tA)

z = -A+ (1) The velocity components are given by:
- v jA - v~jS vA .

wheret z x + iy, A v+i -xj = ~j yv (3)
2 B2  2 2

It is assumed that a group of point vor- + +

ices is present in the flow near the airfo- wheres

il. One of these vortices, which was coming
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1 ZWs  1 8Ws  sible to find two symmetric cases of vortex-
V4 1 K i--- v - . -airfoil interaction in regions above and

below the airfoil because the vortex is ac-

dz dz celerated in the first region and decelera-

A = Re ) B - Im(--. ) (5) ted in the second region by the potential
d-- d of the airfoil. Therefore in Fig. 2 three

In each time step the calculations are curves are demonstrated, among them curves

divided into three stages% A and B are characterized by the symmetry

- calculations of the location and in- of the initial positions of the primary vor-

tensity of the new path vortex, tex while curves A and C - by the same va-

- calculations of the instantaneous ve- lue of the smallest distance between vortex

locities and displacement of vortices trajectories and the airfoil contour. It

to their new positions, can be added that in all cases the strongest

- estimation of the error resulting from part of the layer is generated at the moment,

the assumed value of the time step. when the primary vortex passes the trailing
The displacement of the vortices is rea- edge/steps no 35 * 40/.

lized using two-step method called the "pre- Basing on the executed calculations it

dictor-corrector" method. The estimation of can be proved that mutual interaction of

the displacement error is executed basing on the particular elements of the layer, inten-

the Kirchboff-Routh function as an invariant sified by the influence of the primary vor-

of vortex motion. When the value of the er. tex leads to formation of a new concentra-

ror (W exceeds the assumed value, the calcu- ted vortex structure heving comparable in-

lations in considered step are repeated with tensity but rotation opposite t-) the prima-

realization of vortex displacement in some ry vortex. The deformation of the ayer be-

intermediate steps, in which the Kutta con- gins in its part placed nearest the primary

dition is not satisfied, vortex(it is also the most intensive part

The passage of the single concentrated of the layer) and ends by formation of the

vortex structure in vicinity of the airfoil interactional vortex before or behind the

causes generation of an unsteady vortex la- prim.try vorLeX - depending on the direction

yer. The examples of the vortex layer dis- of the interaction between the primary vor-

tribution are shown in Fig. 2. Itis impos- tex and the vortex layer. These two cases

of the vortex layer deformation are shown

KO in Fig. 3.

S-Formation of the new vortex in the flow
00 -causes certain changes in density and velo-

city distribution in vicinity of the vortex.

^601 Positions.U /, As an example of these changes the trajecto-
ries of the primary and interactional vorti-

I- ,-- I.-Q08 ces are shown in Fig. 4. It is clearly noti-

_ ceable that the vortices do not move, in

general in direction marked by the main,

AW parallel flow.

The results presented in this chapter
Fig. 2. Intensities of vortices constituting are only a part of the possible analysis of

the vortex layer qenerated by the
moving primary vortex, the considered flow. The selection of re-

sults to be presented was guided by the

possibility of comparison with experimental
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Fig. 3. Formation of the interactional vortex induced by the primary vortex passing above

(left) and below (right) the airfoil
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Fig. 4. Trajectories of the primary and interactional vortices.

results described in the next Chapters. flow. The experlilental investiqgi lis of the
*+ interaction between a single vortex and an

S3. EXPERIMENTAL CONDITIONS unsteady vortex layer were performed in an

The results presented in the foregoing open circuit low turbulence wind tunnel. The
Chapter may be easily accepted within the aim of the experiment was to find certain
limits of the considered model, however it regularities of the vortex layer development

is more difficult to answer the question how and to compare - only in a qualitative as-

S frteerslsare representative fr pect - with the theoretical results.

description of the course of the continous A symmetrical airfoil of 7 per cent
vortex layer deformation occuring in real thickness and 1 = 25 mm chord length was
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placed in a 120x120x750 mm test section in A B
the stream of velocity U = 2,16 m/s. Such

a low flow velocity resulted from the desi- U a b c
re of obtaining the most readable course of

the phenomenon. Corresponding Reynolds num- 2 Ati I

ber based on the airfoil chord length was 0 I
4x10 3. The single primary vortex was gene- I
rated by an additional airfoil placed in I I I

some distance before the tested airfoil.

The impulse change in the angle of inclina-

tion of this airfoil by the amount of 2 L I I I
Jc 3.30 allowed to generate a vortex stru

cture, intensity of which was estimated u- Fig. 5. Variants of visualizating wire po-

sing two-exposure method as equal K =P/21- sitions: A, AF, B and of anemometer
2probe: a,b,c in the tunnel, 1-tes-

= 28.1 an2/s (twirydczuk (1985)). The air- ted airfoil, 2-generator airfoil.

foil rotation was realized using a special- king, airfoil rotation and lighting of the
ly designed generator with a core moved by flash-guns. In each cycle consisting of the

the electromagnetic field of an electromag- above stages a single photograph was obtai-

net coil supplied with a current pulse. The ned, described by a dimensionless time de-

design of the generator allowed to obtain, lay T = At "U/l measured from the beginning
at a required rotation angle, a course of of airfoil rotation till flash-guns flash.

the core velocity nearly diminishing to ze- High repeatability of the phenomenon allo-

ro at the latter part of rotation, that was wed to consider the photographs made in dif-
the basic requirement warranting generation ferent cycles as a film sequence describing

of a single concentrated vortex, as it had a single, general case of the vortex layer
been proved in many trials with different deformation.

kinds of generator construction. A short Discussion of the visualization results

discussion of features of the vortex struc- is presented in Chapter 4. In supplement to

ture generated in above manner is presented these investigations a series of velocity
by twirydczuk (1985). modulus measurements were done, using a CT

The investigations of particular stages hot wire anemometer. The results of these

of the primary vortex development allowed measurements are described in Chapter 5.
to choose the distance between the airfoils

warranting relative constancy of vortex fe- 4. VISUALIZATION RESULTS

atures during its interaction with the air- A series of recordings of the unsteady

foil and the vortex layer. vortex layer behaviour was done using the

The phenomenon was visualized using the above described instrumentation. The dimen-
moke-wire technique. The possible posi- sionless minimum value y/l of the distance

tions of the heating wire during experiment between the primary vortex trajectory and
are shown in Fig. 5. The experiment was re- the airfoil surface was assumed as a spe-

corded using a photographic camera and a cific parameter of each series. Basing on
system of flash-guns, securing proper illu- the changes of this parameter one can divi-
mination of smoke streaklines flowing from de collected results into three groups,

the heating wire. The control apparatus de- namely:

S signed in IF-FM, Pol.Ac.Sci. controlled a- - passage of the vortex above the air-
utomatically the course of particular sta- foil in a large distance from its surface

ges of the experiment, that is wire smo- (0,21-y/l.<0,58);
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- passage of the vortex close by the one side of the airfoil. A typical course of

airfoil surface (0 < y/l e 0.17); the vortex layer deformation in this case is

- passage of the vortex below the air- shown in Fig. 6 (y/l = 0.41). It must be no-

foil (y/l< 0). ticed, that time T is measured starting from
the additional airfoil rotation, so the mo-

4.1 The primary vortex passing far from the

airfoil surface. ment, in which the primary vortex passes the

"A large distance" is interpreted as a trailing edge of the tested airfoil, is ap-

distance warranting passage of the whole proximately equal to time T = 3.0. The pho-

vortex region treated as a vortex core on tograph a/ presents the flow directly befo-

a/ T = 3.47 d/ T = 6.06

b/ T = 4.32 e/ T = 6.92

c/ T = 5.19 a . f/ T = 7.79

Fig. 6 Deformation af the unsteady vortex layer benind the airfoil: y/l = 0.41 wire in
position a
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re appearance of the primary vortex. One can

recognize only two parts of von Karman's vor

tex streets forming oehind the tested air-

foil below and the generator airfoil a-

bove . The primary vortex appears in the pho

tograph b/. Strong bending of the smoke

streaklines in such a short time evidences

the relatively large intensity of the vor-

tex. In photograph c/ the first effect of

the interaction between the primary vortex

and the unsteady vortex layer is shown. A a/ T - 6.91

new vortex structure, qualitatively similar "

to the interactional vortex predicted theo-

retically, is forming just below the prima-

ry vortex. The following particular stages

of for mation of the new vortex are presen-

ted in Thotographs d/ + f/. The growing

* destabilization of the primary vortex is

also observable.

it was stated, that investigated pheno-

menon, two-dimensiona- in its early stages,

strongly tends to become three-dimensional, b/ T 6.79

bo, , in respect to the inner structure of Fig. 7. Planform view on the moving vorti-

the vortices and to their external shade. ces: a/ primary and interactional
vortices, b/ primary vortex moving

zaslng on the recorded material it was as- alone.

su.med onat the moment T = 7.0 is the time

li;7mit of two-dimensionality of the pheno-

enon, in resoect to longitudinal deforma- y/I + primary vortex
tion of thne shade of vortices. Fig. 7 shows

tne visualization results of the flow in

.e 1iane parallel to the airfoil trailing T=5'l8 T-6.9

9d:e wire in occition A'). The photograph

a/ presents tne orimary and tne interactio-

n nal vrtices moving together while in the TE I.6 2.6 3 x/1
-noto rih :vi only the single primary vor-

tex is snown in comoaraole sta,je of deve- Fig. 8. Experimental trajectories of primary

i;oment. A distinct separation line between and interactional vortices: y/l=O. 4 1.
- c tex formation from the continuous unsteady9 ::oth Vortices can be indicated in ahoto-

vortex layer were observed in all recorded
jr-ph a/ while it is absent in photograph series, for yil = 0.21 + 0.58, :ith higher

Bqsing an the recorded photographs the values of y/l corresponding to - e slower

of trajectories of the studied vor- course of vortex formation. In the case of

tices was prepared. 2he rosults are shown the maximum value y/l 0.5 the radimentary
in Fi8 @. effects of the vortex oresence were obser-

he aoove de course of vortex !a- ved in the iiotance of 5 1 oehind the air-

yea oef;ratian is typicai for the conside- foil trailing edpe, in other words at the

noment of possible nearly full natural dis-v--ed case. Ezfects of tho international vor-
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4

a/ T 4.76

Fig. 9. Formation of a weak interactional

vortex: y/l 0.58, T = 9.51 b/ T 5.18

sipation of the primary vortex (Fig. 9).

It was found that in the case of faster

formation of the interactional vortex the

destabilization of the primary vortex is

also more intensive.

4.2 The primary vortex passing close by the c/ T = 6.15

airfoil surface Fig.10. Interactional vortex formation as a

The properties of the primary vortex result of primary vortex passage clo-se by the -irfoil surface: y/l 0.17

generated in manner 
described in Chapt. 

3
siderable degree on the properties of the

differ, in their nature 
from properties of

X primary vortex, which are strongly connected
the potential, point vortex. The vorticity with the manner of vortex generation. There-

distribution of fluid treated as a vortex fore it is impossible to find any common re-

core is one of these 
differencies. When the

gularities of their behaviour, except the

vortex passes sufficiently 
close to the air-

fact of their formation.
foil surface, there is a possibility, that The head-on vortex collision with the

one part of vorticity may pass on one side airfoil is the extermal case of considered

while the second - on the other side of the

airfoil. If one of these parts is of consi- type of interaction. The only one interesting
result recorded in this case is unequal ye-

derably larger intensity 
than the other, it

locity of motion of both vortex parts Fig.

behaves like a single 
isolated vortex. Co-

11 . These parts dissipate their rotation so
urse of its interaction with the airfoil

and the vortex layer is similar to that

4 discussed in Chapt. 4.1, only the rate of

the primary vortex transformation into the

interactional vortex is considerably larger.

simultaneously vorticity collected in the T = 2.16

second part of core causes, in interaction Fig.ll. Head-on vortex-airfoil collisionsecod prt f coe cuse, inintracion(wire in pos. A).

4 with vortex layer, formation of the new strongly on their way along the airfoil sur-

vorticec of intensity much smaller than srnl nterwyaogtearolsr
vortcesof itenity uchsmaler han face that they provoke any visible changes

vortex generated by the first part. Tne re- in the vortex path region.

gularities of formation of these weak 
vor-

tices were not found. A supposition is po- 4.3 The Primary vortex passing below the

sed, that both the propezties of the vor- airfoil

t tices and the range of values y/l corres- The attempts of the research into the

ponding to their formation depend to a con- interactional vortex formation have ended

in this case with a negative result.

11-8
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It is possible to point two possible rea- dr
sons for this result: AVmOXl Vm _

- Diagram in Fig. 2 shows, that in the

case of vortex moving below the airfoil the
extremum local intensity of the generated b
vortex is considerably smaller than in the 01 0

case of vortex moving above the airfoil. -- o
Therefore the vortex layer deformation a'so -__ -________/______---

should take place slower in the considered 1 TE 02 0 4 06

case.
0

- Contrary to the case described in 0
Chapt. 4.1 requirement of obtaining certain 02/
y/l value was connected with necessity of

the airfoil location in the region of von \:
Karman's vortex street forming behind the
generator airfoil. As a result the research
of effects of the interactional vortex for- AV Vm04

mation was performed in a region of strong Fig. 12.The changes of the velocity incre-

influence of two stationary vortex paths. ment recorded at the moment od the
passage of the primary vortex (curve
a) and thW interactional vtertex

5. MEASIJKOMi :f'IZ (curve b).
The standard measurements of velocity ked by the extremum values AV max/V and

vector moduli were performed with aim to ve- A. /V m of the velocity increments it is pos-
rify obtained visualization results and to sible to calculate the modulus of the vortex

estimate intensities of the primary and in- intensity as:

teractional vortices. A constant temperatu- KO = 0.25 dr (AVmax/Vm - Vmin/Vm) (6)
re hot wire anemometer was used. The velo- As a result of calculations following valuescity signal recorded in certain number of of Ko were obtained:

points lying on three lines: a, b and c, 23.16 cm2/s , 30.33 cm 2/s and 30.80 cm 2/s
(shown in Fig. 5)was examined. The measure- i.e. values similar to that presented in
ments were relized for two cases of flow Chapt. 3. These values should be interpreted

~conditions:z-cdtios: otas an intensity of the point potential vor-
- a case of the f rae primary vortex moving tex inducing at the distance dr/2 from its

in the tunnel; centre the velocity difference equal to that
- a selected case of the interactional vor- generated by the real primary vortex. It must

tex formation (y/l = 0.41). be stated, that the error of estimation of
The measurements allowed preparing of K0 values, resulting from differencies bet-

the diagram of instantaneous changes of ve- ween properties of the theoretical and real
locity modulus LW/V Mrecorded in different vortices, cannot be exactly determined. A

* points at the moment, when the tested vor- velocity increment distribution generated by
tex was passing by the measurement point, the free potential vortex of intensity K, is

The distribution of V/V along y-axis for presented in Fig. 12 as a dashed curve.

the case of free primary vortex motion is The selected r-ult of anaiogicl mtasu-
presented in Fig. 12(probe in the r,ition 4 rements made in the case of the interactional
Basing on obtained results one can estimate vortexfointon;also shown in [ iq. 12 (piobe
the primary vc)rtex intensity. Assuming that in the position c).
the diameter dr of the vortex core is mar- The measurements were perforied only in

11-9



the cases b/ and c/ from the possible probe of flow about airfoils occuring i.e. in the

positions, because in case a/ it as impos- fluid-flow machinery. Particularly,the Kutta

sible to separate the part qeneratl 7 b) tle Ci,,iiti(ot, 1t1L11()1,11 t)() i it' )nide-

jnti,.rae::t, in l i'~ I rm ! io i'L t. l I, i IJ ;ijii.i. r£atiOrm iLe cumL ,iicit'd cou .; oc J 1,cal cliaii,;eC,

Basing on the formula (6) the following va- of the velocity in the neighbourhood of the

lues of the vortex intensity were calculateds trailing edge, in general, seems to descrioe

16.19 cm 2 /s, 13.95 cm2 /s rightly the unsteady conditions of flow about

Estimation of the ratio of the int>rac- an airfoil in the considered case.

tional and primary vortex intesities based The experimental investigations demonstra

on their values presented earlier leads to ted, that the phenomenon of creation of the

result in limits: 0.45 + 0.70 i.e.val. e of the opposite vorticity, as a result of the vor-

3aMs order as calculated nunerically see Fig. 3 * tex passage in vicinity of the airfoil, is

6. CONCLUSIONS 
stable and its intensity,at the whole 

tested

The results are presented of the investi region, monotonically depends on the distan-

The resuls anintertont of tsine iv ce y/l,in which the vortex passes by the a-

gations of an interaction of a single vortex irfoil.In this connection one may point the

flowing in vicinity of a symmetric airfoil reason of this vorticity formation not only

with an unsteady, continuous vortex layer in the direct interaction between the prima-

shedding from its training edge. A good qua- ry vortex and the airfoil boundary layer,as

litative agreement was obtained between the it was proved by Timm, but also in the way

theoretical and experimental results in the that can be defined as the potential vortex-

region placed above the airfoil i.e. in the -airfoil interaction.

region, where the airfoil influence accele-

rates the moving vortex. It was proved, that REIERENCES
the vortex layer deformation 1. Basu,B.C.; Hancock,(;.J. 1011:he unsteady

nleads to forma- motion of a two dimensional aerofoil in incom

tion of a new, concentrated vortex having a preLsible inviscid flow.J.Fluid Mech.87,159-f
7 8.

comparable intensity but rotation opposite 2. Giesing,J.P. 1968:Nonlinear two-dimensio-
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to the primary vortex. The beginning of tie ircr., 5,135-143.
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which may involve breaking waves in patches of suf-

SOME NUMERICAL RESULTS ficiently low Richardson's number. In addition, an
BEARINqG ON STABLY effective radiation damping of tits wave component

STRATIFIED TURBULENCE should also be introduced in order to properly repro-
Jackson R. Herring and Olivier Metais sent the effects of exiting of waves from the region ofstudy. At the large scale end of this region (1000 km)

the effects of rotation must undoubtedly play a eig-
We examine stably stratified, randomly forced nificant role, and stratified turbulence merge@ with a

turbulence numerically, with forcing and damping Charney (1971) -type quasi-geostrophic turbulence.
selected to give insight into the question of whether Fig. I shows some data reported by Nastrom
cascade of energy to large scales is possible for strong- (et. al., 1984), which may support these ideas. It
ly stratified three-dimensional turbulence, in a man- shows the sonal (east-west) and meridional (north-
ncr similar to two-dimensional turbulence. We con- south) winds in the high regions of the troposphere.
sider narrow-wave number band forcing, whose angu- We note that a relatively shallow k-

/3 
spectrum

lar distribution is strictly two-dimensional. For suAf- blends in with the steeper k
- 3 

planetary-scale at
ciently small Froude number, the statistically steady about 1000 km. The energy source for this motion
state is characterised by a weakly inverse-caseading is hypothesised by Gage and Lilly to be at about 1
horisontally velocity variance field. The vertical varn- km.
ability is pronounced, and for large Brunt-Viisila That forced two-dimensional Row cascade en-
frequencies N seemingly independent of N. If, on ergy to large scales was first suggested by Kraich-
the other hand, the Frouide number exceeds a crit- nan t1967), and confirmed by several numerical ex-
ical value, the vertical variability is weak, and the periments. For the larger-scales of the atmosphere,
statics of the scales larger that the forcing scale is two-dimensionality can be largely understood by the
near that predicted by inviscid equipartitioning. For rapid rotation of the atmosphere, combined with its
all forcing functions considered, the vertical motion (on average) stable stratification. The basic the-
and temperature field (w, T)--centered at smaller ory for such a regime is known as quasi-geostrophic
scales-are more three-dimensionally isotropic, with flow, and Charney (1972) proposed simplified equa-
no large scale organisation. At large N (sinall Froude tions to understand turbulence in the homogeneous
number) the w - T fields scales as I/N, with the hor- context. His equations are simply conservation of
isontal motion field independent of N. Furthermore, potential vorticity (for our purposes, vertical vortic-
at large N and for horisontal forcing, the horison- ity) as convected along the horisontal motion field.
tal motion field is consistent with the condition that Such equations are shown to have energy and en-

* a substantial fraction of the total dissipation is at- atrophy (squared vorticity) as inviscid constants of
tributable to it. In simple terms, this implies a drag motion, the same conditions that lead to inverse cas-
acting on all horisontal scales of motion, which in cade of flows. The conditions of validity for the quasi-
turn flattens the slope of the energy spectrum in the geostrophic regime are that the Rosby number (u/L
putative inverse-cascade range, and increases it in 0) be much less than one. Here, (u, L) are typical ve-
the enstrophy-cascade range. We further estimate, locity and length scales of the motion, and 1 is the
via this mechanism and the numerical results, that earth's rotation rate. An examination of the data
increasing resolution decreases the effects of the drag in Fig. I suggests that these conditions are met at
on the spectral shape. the large scale end of the k -

'
/3 

range, but within

1. INTRODUCTION roughly a factor of 10-20 into this spectral range R
Mesoscale variability in the range (10-1000 km) becomes of order unity.

shows a horisontal scale distribution (k - 
63) whose There then remains the question of whether

physics seems to be a combination of strongly stable strong stable stratification alone is sufficient to keep
turbulence and wave motion. Gage (1979, 1986) pm- the flow essentially two-dimensional. The thought

posed that the observed horisontal variability may be here is that a certain type of quasi-two-dimensional
explained u an inverse cascading two-dimensional motion may be the low Mach number analogue of
turbulence, whose physics is similar to that deduced ordinary turbulence, and the internal gravity waves
by Kraichnan (1967) for strictly two-dimensional tur- the analogue of acoustic motion. In the present case,
bulence. In later papers (see e.g., Gage, (1980) for re- we may attempt to expand the complete motion field
view) he generalised the discussion to include quasi- about a component that survives at 'zero Mach-type
geostrophic turbulence a I& Charney (1971). Lilly number" (here for Fronde number = u/LN, where N
(1983) subsequently argued that strong stratification is the gravity wave IBrunt-Viisilal frequency) and a
alone implies a dominantly two-dimensional motion. wave component, which may have vanishingly small
The argument relied on earlier scaiing analysis (Ri- auplitude as N - oo. The appropriate scaling has
tIy, Metcalfe, and Weissman, 1981). The energy been discussed by Riley et al., (1983). It turns out
source is at small scales--in the range of large-scale that the turbulence analogue here is two-dimensional
thunderstorm activity. An inverse-cascade then op- flow but with a vertical variability that depends on
grates to distribute the energy to progressive larger the wave component. If this two-dimensional com-
scales. We should stress that the motion here envi- ponent is to survive the effects on non-linear mix-
sioned is not two-dimensional; its horisontal compo- ing, some enhanced wave dissipation seems neces-

nt (u, v) have vertical variability which is dynam- eary. This may be furnished by some form of wave
r d t smbreaking, followed by viscous dissipation.

ically determined through dissipative mehanisms, ,"12-1
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We need not stress that our arguments above stronger stratification, T(;, 1.0), is much more uni-

supporting the layered two-dimensional flow (strati- form, but has occasional cusp-like features, which
fled turbulence) are speculative. In order to under- lead to a dissipation.
stand their relevance and validity, we examine here We now turn to the forced Rows. The forcing
stratified flows for a variety of stratifications (val- here is two-dimensional, so that. without any three-
ues of N

2 = g(-dT/d)a. Here, g is the accelera- dimensional perturbation, the flow-in response to
tion of gravity, o the expansivity of air, and T the the random forcing-is two-dimeusioial, inverse-cas-
temperature.) To pursue the atmospheric analogy, cading turbulence. The spectrum of kinetic energy
we shall be particularly interested in the statistics of is shown in Fig. 4. A Markov forcing is applied
such Hows if forced (in our andogy, randomly forced) only at wave-nunmbers (10 < k < 12). We note the
at small scales, typical inverse cascade range for k ., 10, and the

Our equations for this investigation are Bousi- 'enstrophy cascade range" k ' 10, followed by a
nesq Navier-Stokes, with a "hyper-viscosity and con- dissipation range, k > 20.
ductivity' to attenuate the smallest scales. These are We next examine the behavior of this flow if,
solved, pseudo-spectrally in the homogeneous con- at t = 0, a small temperature perturbation is in-
text, starting from random initial conditions. Before troduced. We do this for a range of Brunt-Viisila
examining forced Rows, we examine the basic qual- frequtencies (and hence Froude numbers). We may
itative physics of such flows, under the influence of expect, for a given forcing, that as N increases, a
viscous decay. We do this by discussing some initial given horizontal flow is able to tolerate progressively
value problems, similar to those of Reilly et nl., but more vertical shear before "turning over" in the verti-
at higher resolution (64 x 64 x 64 instead of 32 x 32 cal: the equipartitioning or "isotropising" tendency
x 32), and stronger stratification. which would equilibrate all components of shear is

We consider first the behavior of the flow at opposed by the stable stratification. This surmise

moderate Brunt-Viisila frequency. Put non-dimen- is based on the classical stability analysis of a (con-
sionally, Fr = (the Froude number,) = uLIN stant) shear flow: the shear is stable to small pertur-
0.2. Figure 2 shows the energetics of viscous de- bation if (N/(8u/ 2 )2)d'/2 > (1/4) = the Richardson
cay for three initial value problems; (1) in which number, R,.
the Row starts as randomly distributed horisontal Fig. 5 shows the course of the energetics of

motion field (all vertical vorticity), (2) a random a forced flow, identical to that described in Fig.
flow consisting of pure waves (all horisontal vortic- 4 except that a small perturbation is introduced
ity), and (3) a random flow in which waves and in the temperature field at t = 0. The flow is
turbulence are near equipartition. We note that strongly stratified, having an equilibrium R, = N/ <
the vertical-vorticity initial value problem remains auaz)2 >1/2= 10, and Fr = .11. We note the ini-
strongly two-dimensional, and in fact, towards the tial exponential increase of the perturbation in ver-
end of the run becomes more so. This tends to sup- tical velocity and temperature: this linear growth
port the above conjecture that stratified flows evolve phase is in accordance with our ideas about the ten-
to a dominantly two-dimensional state. Moreover, dency towards isotropy. This and studies at other
other numerical calculations at stronger stratifica- N, however, seem to suggest-surprisingly-that the
tion and the same initial (u, T)-fields have even more growth rates are insensitive to N. The equilibrium
dominant horisontal fields. However, if such a two- level of the wave component (= 1w, TI, where tw is
dimensional dominance is universal, we should also the vertical velocity field) is considerably reduced
be able to demonstrate the converse-that pure (ran- from the N = 0 value. A series of runs with var-
dom) wave initial conditions evolve into dominantly ious N's indicate that the wave component atten-
vertical-vorticity modes. uates as 1/N, in accordance with a perturbation

Figure 2b shows, for a pure wave initial value analysis of the present system. This is tne pro-
problem, the equivalent information as in Fig. 2a. vided N is above a critical value set by the condi-
Interestingly, the wave component remains dominant tion that the rms R, > 1. Below this critical N the
throughout the course of the run. This is a pussling (single-time) statistics of the flow are rather indif-
aepe.ct of all our stratified runs; the flow prefers ei- ferent to N, and the flow (exterior to the forcing
ther: (1) two-dimensional turbulence in layers; or wave-number band) rapidly becomes isotropic. Fig-
(2) wave-dominated flow; or (3) an equipartitioned ure 6 compares (isotropically accumulated) spectra
state, in which (u, v, w, T) have the same variance, for horisontal energy (a) and wave energy (b) for two
as in Fig. 2c. The latter does not correspond to the values of N = (20, 80)w; these frequencies correspond
equipartitioning of strict thermal equilibrium, but a to Fr = (1, .2). The two values of N lie respectively
quasi-equilibrium in which the degrees of freedom below and above the critical value of N. The spec-
(w, T) are frosen together. tral bulge for N = 80s , on closer examination, is

In Fig. 3a and 3b we show leo-surfaces of the seen to represent a strongly two-dimensionally lay-
total temperature field, T(g, t), for two stratifica- ered random flow, whose three-dimensional features
tions Fr = 1, and Fr = .2. Here the time be- may be noted in Fig. 7, which slows the iso-surfaces
yond the initial random state is about one large-scale of u(z, y, z, t). The strongly layered aspect of the
eddy circulation time. The initial conditions here are flow is clearly discernible. But note the billowing
purely random (vertical) vorticity. We note that at nature of the u = 0 interface. A vertical sounding of
Fr = 1, a considerable amount of vertical moving,

entrainment, and engulfment. On the other hand, at
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(u, v, w) is shown in Fig. 8. Note the irregular fluc- of the stable layered-flow regime seems to be set by
tuations of the horisontal motion, and the fact that the condition that the local Richardson number-
w(s) is more rapidly changing, centered at higher based on the r.m.s. au/az-be larger titan unity.
wave number. This stabilizes the flow against both shear and buoy-

The question whether this forced motion rep- ant overturning. The wave component of the flow
resents, in any sense, two-dimensional, inverse-cas- becomes progressively attenuated, with amplitude
cading flow is addressed in Fig. 9. Here we show - N - . The wave-spectrum, on the other hand, is
spectra, equivalent to those in Fig. 5, except that en- quite flat, and tails off only because of dissipative ef-
ergies are accumulated in wave-number bins labeled fects, suggesting the possibility of sharp wave fronts.
by increments of K, = (K. + K.)1/

2
, where the Ks Our results on this point are similar to the findings

represent Cartesian components of the wave number of Farge and Sadourny (1986) for two-dimensional

vector kc. The spectrum .4 (KI) represents a two- shallow water waves. The amplitude of the wave
dimensional energy-based on the vertical vorticity, component is in accordance with a wave perturba-
the prescription for which is given in the figure cap- tion analysis.
tion. Similarly, 02 (K-L) is the velocity-component The particular numerical experiments stressed
of the wave energy, and P(K±), the potential en- here consist of a two-dimensionally forced, inverse
orgy. Two observations may be made about these fig- cascading flow, upon which a small, random temper-
ures: (1) the horizontal energy spectrum, 01, (K 1 ), ature perturbation is introduced. The perturbations
has an appreciable energy transferred to large scales; so introduced grew exponentially, and in accordance

(2) the wave energy is centered at much smaller with the (N = 0) two-point closure analysis, but
scales; it is, in fact, very flat and attenuated only with growth rates independent of N. It may be that
by dissipation. We notice also that, for 01 (Ks )-an the linear phase of this problem can be understood
appreciable amount of energy accumulates near the as an instability of near static, two-dimensional set
forcing wave number. Figure 9 may be compared of vortices.
directly to Fig. 4, for two-dimensional Sow. Thus, Our results indicate a degree of inverse cascade
inverse cascade occurs, but is much attenuated by to large scales, but not yet a k- 6/3 

range (the nu-
the three dimensionality of the low. merical results are more like k-/). We also note

It is also interesting to examine the influence an appreciable accumulation of energy near the forc-
of stable stratification on the (differential) distribu- ing wave number, and an associated wave-vortex in-
tion of shear, au/cs, since it is this quantity that teraction transferring (two-dimensional) energy into
determines the stability of the flow against verti- waves. Nonetheless, it may be that higher resolution
cal overturning. This is presented in Fig. 10 for will allow a potential k - s /

3 range to emerge. Note
N = (.01,20, fl0) s. For near isotropy, P(z = Gu/6zj in thins connection that the dissipation is distributed
has a significant exp (-clxi)- region. At strong over the full range of K1 , not just large K 1 . This
stratification, it is more nearly Gaussian. We note is because it is primarily attributable to the verti-
that lou/az > N ceases to exist above N = 20w. cal variability of (u, v). Thus, the dynamics of the

Another interesting quantity is the helicity, H = large-scale range is not purely inertial, but contains
" (V x 11), whose distribution is shown in Fig. 11 for an appreciable frictional component.

the same range of N as for Fig. 10. This distribution We may form a rough estimate of the fric-
has been calculated in the context of homogeneous tion effects (taken here, for simplicity, as -,u) on
isotropic flow, and for shear flows (Shtilinan, et at., the spectrum * 1 (K±) by writing an effective two-
lQ"; Kerr cc 41., 1986). Some of these authors note dimensional equation for 1
that the more relevant quantity to examine is Lite
conditional distribution. The conditional factor is
that some putative stability indicator-for example, + (

regions of low strain or dissipation. In all cases, how- and requiring that at the r.m.s. statistically steady
ever, it seems plausible that a distribution peaked level
near (z = ± 1) indicates that regions of u (V x q) are
significantly stable. The stratified studies reported p(u ) = (F)r , (2)
here suggest the contrary.

where r is the correlation time of F. The magnitude
2. CONCLUSIONS AND INTERPRETA- of the right hand side of (2) may be fixed by the

Trequirement that (F2
)rKf be the dissipation of en-

We have briefly examined here a sequence of strophy. If the flow then has a smallest wave number,
randomly forced, homogeneous flows, of progres- KL, and-as found here-a degree of inverse cas-
sively increasing (stable) stratification, specified here cade, we may expect, from (29), that (ul) increases
by the stability parameter N' a agjf. If the N is as KL decreases. (For notational simplicity, we drop
large enough to stabilize the flow, a further increase the *.L" subscript on K from here on.) Hence the
produces lows that become progressively more two- effect of 1 decreases with decreasing KL. Assuming
dimensional, but in horisontal layers, whose thick- an inverse cascade K-/ 3 , K < K, and K 2 K > K1
an is set by the condition that the dissipation of spectrum would lead to:
kinetic energy input to the flow be attributable to the
vertical variability of the horizontal flow. The onset oA = ((F)r)K

2
I
3  (3)
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To assess the quantitative effect of u on the spec-
trum, we must have a detailed model of the inverse FICURE CAPTIONS
cascade process. A simple way of doing this is to uti- Fig. 1 Kinetic energy spectrum near the tropopause
lias a diffusion approximation for the transfer process front the GASP aircraft data. After astrom
(Lesieur and Herring, 1985). The results of such a et al., (1984).
model predict that the friction 1 will lessen the in- Fig. 2 Energetics of the decay of stratified tutbulence.
verse cascade spectral slope and increase the enstro- The energy is decomposed by writing 1(4) =

phy cascade slope. The effectiveness of p is deter- ;I(k) (I) + 2(k)(k), il(k) = k X h/(k)

mined by the ratio of p to the total enstrophy. For at!, ;2(k) - k x Zi(k)//k Y 1(kl, where u(k) is
the -5/3 cascade this is: the Fourier decomposition of u(x), the velocity

field, and 01(k), and 02 (k) are called the vortical

r = [KL(K/fnK/K/)1 1 3  
(4) and wave components of u(k), and A in the unit

vertical vector. Solid line is potential energy

where K, is the beginning of the enstrophy dissipa- P(t); long dashed, variances of 01; and short
tion range. Thus the assumption of a -5/3 range dashed, variance of Curve (a) is for random

is consistent with the idea that the effect of p ,le- initial data 01(0) # 0, 02 = 0 : (b) OL(O) =
creases with the low wave number cut-off, a neces- 0, 02(0) 90 ; (c) 0 1(0) = 02(0) #70 , P(O) = 0.

sary requirement for the existence of K -
11
3 inverse Fig. 3 (a); Iso-surfaces of temperature for "strongly'

cascade, stratified flow (Fr = .2): (b); for weakly (Fr =
For inverse cascade to occur, there remains the 1.) stratified flow. Initial conditions correspond

additional requirement that the inviscid form of the to conditions in Fig. 2(a).
flow studied conserve both energy and enstrophy. Fig. 4 Kinetic energy spectrum for randomly forced
Here the small scales are a potential problem, be- ((F i 0) for 10 _ k < 12) two-dimensional flow.
cause the equipartitioning by the nonlinear terms Forcing region is indicated by (k;). The arrow

may lead to 01 = 
02 as K - oo. There is also marked by "vis" indicates the region of strong

the fact that the vertical variability of (u, v) causes dissipation.
enstrophy to be non-conserved even if (w, T) are Fig. 5 Energetics of randomly forced flow (same forc-
strictly sero. With regard to the first issue, we may ing as for Fig. 4) but with small initial temper-
note that as N - oo, the flow remains strongly ature perturbation. Curves are: (u2 ), (v

2
); the

anisotropic throughout the dissipation range. The horisontal variance; (w2 ); the vertical variance
second problem is more difficult. It appears that of the motion field; and P the potential energy.
vertical variability of (u, v) induces (w, T) (as in the Conditions are strongly stratified: Fr =. 1.
Taylor-Green problem), but the waves are strongly Fig. 6 Spectra 01(k), 02 (k), Ot(k) + 0 2(k), and P(k)
dissipated-perhaps because they tend to shock- for: (a) weakly stratified flow Fr = 1.); (b)

and hence have no chance to equilibrate with the strongly stratified flow (Fr = .1). Forcing is
horizontal component. From the perspective of a strictly two-dimensional, and the same as in
layer of two-dimensional turbulence, this would ap- Fig. 4. Spectra are shown for a time during the
pear to be tantamount to a rather strong leakage stationary portion of the flow.
of energy. The result may again be a friction on Fig. 7 Iso-surfaces of u(z, y, z, t) for strongly stratified
the two-dimensional component similar to that just case of Fig's. 5 and 6. Note two-dimensional
discussed. The establishment of a near enstrophy layering of the flow.
conservation property suitable to induce an inverse Fig. 8 Vertical soundings of the flow shown in Fig. 7.
cascade may then depend sensitively on the shape of Fig. 9 Spectra ofou(K1), 02 (Ki), O1 (K±)+02 (K±),
the vertical variability, and P(K±), for the same flow of Fig's. 6, 7, 8.

We also examined, briefly, the certain distribu- Here K, = Q
tion functions for the flow, in particular that for ver- Y.

tical shear, and the helicity density. The distribu- Fig. 10 Differential distribution function of 8u/z for
tion of shear for those calculations having significant three stratifications: (a) N = .01, (b) N = 20w,
inverse cascade were surprisingly stable. This par- and (c) N = 807r. Flow is stationary.
allels the fact, discussed above, that dissipation is
attributable to vertical shear, almost exclusively. It Fig. 11 Distribution of relative helicity (z = (V X)),

should be noted that the dissipation range found here for the three flows described in Fig. 10 during
for large N is strongly anisotropic. The helicity dis- stationary phase of flow.
tribution suggested that for stratified turbulence, re-
gions of high relative helicity were not as favored as
for other homogeneous flows previously investigated.
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0 different orders of the asymptotic developements
steady and unsteady. Radial distributions for am-

A NUMERICAL INVESTIGATION OF THE plitudes and phases of the velocity and the tempe-
TURBULENT PULSATING FLOW IN A PIPE rature are shown for various conditions of mean

Reynolds number and frequency. A discussion on the
quasi-steady behaviour of the flow resulting from
the present model is proposed by comparison to so-

P. ANDRE, R. CREFF, J. BATINA me experimental criteria.

J.E. CNRS 034 936
Laboratoire de M~canique et Energ6-
tique - UniversitA d'Orl6ans
B.P. 6749 - 45067 ORLEANS Cedex 2 - 2. PHYSICAL MODEL
FRANCE A fully developed turbulent flow of air is

considered in a pipe of radius R with the assump-
tions of constant physical properties. Beyond a
rertain cross-section, taken here as the origin of
the axial coordinate x, the tube wall is heated at

ABSTRACT a constant and uniform temperature over the ambiant
fluid temperature. With these hypothesis the deve-

A numerical model for turbulent pulsating lopment of the steady and unsteday thermal fluid

flows in a pipe has been worked out and some of f:ow will be shown by the model. The region of a

the moat significant results are shown. One of the fully developed turbulent flow, both dynamically

aims of that paper is to discuss the different hy- and thermally, will be also depicted.

pothesis which are used in the model by comparison
to other theoretical investigations and some expe- As a first approximation and because no clo-

rimental data. Conditions of the quasi-steady be- sure law is available between the random turbulent

haviour of the flow are studied, agitation and the periodic modulation applied to
the pressure gradient, it is assumed that the su-
perimposed unsteady perturbation does not affect
the overall turbulent behaviour averaged over time.

*Then, the eddy properties are supposed to remain

conntant along a pulsation period. However, it is

1. IITRODUCTION expected that the model will give informations on
the unsteady quantities such as amplitude and

Two of the most interesting questions arising phase-lag for the velocity and the fluid tempera-

from studies upon turbulent pulsating flow are : ture, the thermal gradient at the wall.

SI) the interaction between turbulence ard the for-
c red pulsation applied to the flow ; ii) would To depict the mean turbulent flow behaviour,

this pulsation be responsible for drastic changes the CEBECI's mixing length model (1973) modified

in transport properties and, as an example, on con- by HABIB and NA (1974) for specific applications

vective heat transfer ? in pipe flows is retained here. In this model, the
turbulent kinematic viscosity is given by

Most of the informations brought up on those
two points come mainly from experiments. On the + V +2 ++ 2 + 3
other hand, a theoretical treatment of turbulent. t = R [0# 0 44 ( + 0 24 ( Y
pulsating flows needs some assumptions and parti- 0,M R + ()
cularly an as appropriate as possible choice for
a turbulence model. As an approach and looking for + +

some criteria on the above questions the following au\1_. 2
hypothesis have been used in the proposed model -0,06 1 - exp (- •(L+f ay+

A fully developed turbulent air flow is esta-
blished in a tube. The axial pressure gradient is
supposed to change ainusoidally with time around
a steady value and consequently the velocity in where A Is a damping factor, R the tube radius, y

the same manner. To check the ability of such a the transverse coordinate, u the velocity and

flow to modify convective heat transfer, the tube
wall is maintained at a constant and uniform tom- + + +
itature arid thefr a developin thrml fluid f iel y - yu/V ; A Aus/v ; u - u/u
in ohqrrvrl frruln the hontry nf tha heated tirth onr- witt) -- %,/p_ the usual friction velocity
I irn. A modifiei mixing lenp1h mode.l adaplPd to P
heat, transfer in tribes Is inpd. -

w the wall shear stress
The di fereiit eqiiations, ront iriiity, momentum Vill the molecular kinetic viscosity

nriiI onergy, are nolved by mpnnr nf a finite tiffe-

r'tuce scheme lintng anymplt ir (IlvelripJrnrit ; for the

prrerre the velircity and t tie ld i.mperatiire.
Then, the equa.ions are svparaltod iarordirg the

14-1
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The thermal turbulent dimensionless diffusivity is corrections are needed for high Reynolds numbers
0 written as and in the vicinity of the wall, to fit results

brought up by the mixing-length model.
+ a 2 +2 + 3

at  ... [0,4 0,44 +024 The physical and boundary conditions are fi-

m R+  nally summaried in Fig. 1 ,"

0 y)+ exp(-y+/A+) (2)

[1- eXP(-YV'P7B )] . +
ay

where the thermal damping parameter B + is expres-
ned as a function of the Prandtl number Pr, by R r

means of some experimental data : .. Ur)

B + L Ci (log Pr)i-I (3) T.T_

i= 1

with Ci : five numerical coefficients.

The turbulent Prandtl number may be written T,.T. X.0 T,.C
- 

U.0 ( VX V)
as :(4)

Prt = vt/at- [I- Xp(-y+/A+)]/[l -exp(-yPr/B+)] Fig.1 -Boundary conditions of the physical problem

which, at the wall, gives

Prt  = B /A + (5)
3. ANALYSIS

with those definitions, good correlations, have The different quantities are made dimension-
ben obtaine4 with experiments for a large range less in a classical manner by using the friction
of Prandtl number: 0.02 to 15 and Reynolds num- velocity u' for the velocities and cylindrical
bers exceeding 10-. The two different conditions c,ordinates
of constant heat flux at the wall or uniform wall
temperature have been successfully used in those u = u/u*
correlations. However, they were achieved for ful-
ly developed steady, dynamically and thermaily
flows. In our conditions, where a thermally deve- + T
loping flow has to be investigated, the reliabi- r

+  r ; R+; = R-P x +
lit.y of the proposed model can be discussed. In v

the growth of the thermal boundary layer, one may VM IM VM
expect some relation between the mixing length
and the longitudinal coordinate x. However, and
according to the study of CIEN and CHIIOU (1981) The axial pressure gradient existing in the
for moderate molecular Prandt numbers as for an fully developed steady flow is used as a reference

* air flow, no modification of the damping parameter value for the pressure gradients with
B' is requested in the thermal entrance region.

Other semi-empirical models such those 
given

by DESSLER (1955) and REICIIARDT (1)51) rould be P aX PR

experimented in the application to nsleady flows
hit numerical computations of the velocity and With R

2
/V M a time scale, we obtain a reducedma

temperatuire profi lea from the friction law and the
theral radentat ~hewallappar o lp mrtime t, and a reduced frequency such asthermal gradient at the wa 1 ajp'nar to he more

nmpl icated and more time rousitming. On the other
hand, the k - P turbulence model was usqed by +

COI)STFX Pt at (1977) in the computlation of ,,,- t = t/(RIV_) Q WR/v
steady boundary layers and compared to the mixing- (7)
length model : however, in the k - 1. model, some
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The dimensionless temperature is Rivei an I

0 (T - T)/(T -T) ((

where TP and T.. are the wIll I and nmhiawl fltod rl n

temperatures respectively. The rdldirpd erqiationn
are then

+ 4 r i , the steady form is obtained. To illus-
rrtl] (q) Irate the thermal problem, the first-order energy

2AX -i 4 t\ - eiialt io s givenR at+ R+ ar Vm M1

(to)11Ql : I11111 1 : ( 6

R *t + X r ArLm r -J "8
0 - U - + U, -+

R ax
using the boundary layer approximatinn .-inct iirlec-
ting the heat conduction along the x roordinate. '
Then, the boundary conditions are expres!... an : -4 rl-4 ai. + -

M i) r ar+ L Prt1 rJ

4 4 4J
x* 0 1Vr+ V *wi th 01 - 8Ij7 ;U+-

4 l

T 0 Vx ,Vt
r 3r The resolution of momentum and energy equa-

4 iotin i made uacing a finite difference scheme in

r -R : o , a 0 0 V x ,Vt which Lhe dynamic field is first computed and at-
ter the developing thermal fluid field starting
from the entry section is then calculated. More
delail are given in ANDRF. et al (1986). Mean Rey-

The forcing unateady presqiir- gradipil ie P i nollq nomhera are ranging from 104 to 10 5 accor-
-i tten as an asymptotic devolopmoit. in lite flIo- ding I typo)lhPe.s and reduced frequencies used in

Sn form : (12) the computation were equal to 101 , 5011 , 10011

D* 4 . and 25011 . To illustrate this, a reduced frequen-

ix Erlt . fit + cy of loll correeponds to a true frequency equalJto 0.75 117 for an air flow in a I cm tube radius

*', while 25011 corresponds to 18.75 Hz in the same
covidi t iona.

with C a perturbation parameter, r an amplitude
coefficient. Then. the velocity ic sipposed to be 4. DYNAMIC AND TIERMAL FLUID FIELDS - STEAD! FLOW

(11)
+ + + + + +To check the acciracy of the Cebeci-a model

1 1 u 1 4 *t Ei  U2 C ... for I.hie eddy viscosity. tle axial velocity profile
romputed from the zero-order momentum equation is

while for the fluid temperature we have :compared .o some experimental data obtained by

NIKIIRAnsF (1932) in Fig. ?

S -T T-T, T j t  T2  2jft The clas.sical logarithmic law
. _ _ 1.Ce C _

Tp - T Tp -T _ Tp - T W Tp - T _ u .'i logy 4  (17)
" - = S/i lg SV (17)

U

or : jt+ -j t* tIq also r prp ented.

(IA) To dhecrihe the steady development, the tem-
W-r abie, ir, expressed by 0 /0 versus r/R where

After having Introduced those leveinpmentn iii C et to the center axis, T perature grofiles
" E lsuationa (9) and (10) the d itt erent ol ,te," e - oht aiined for a mnri Reynold number of 10 are

ltime are separated with renpct I, V I , . givo Ihi Fig.3 for lifereit crosA-sections deno-
. Then, a generalized fIrm for" Ih mm - idtr t. In the fotlly thermally developed flow,

x-momentum equation can he exmrpnqel a7, I ti re tced tempratre in expressed for different

,il law (1 - rl) I /
'N" with N - I * 0.7% (Pr 2 / 3

_ 1)

(Fip.. 4). The we al *fliience of the Reynolds num-
. i,,' t',, the proflles in clearly shown out excepted

for 01 which ,in the lowel, limit of applicability
,,i the m-leIl. Thit in vcnfirmed by the longitudinal
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Fig.4 - Steady temperature profiles for the fully

developed thermal fluid field

evolution of the steady Nusselt number Nu. expres-

1 1 12 13 log. y* sed as : 2(a8 0/6r)% (18)Fig.2 - Axial steady velocil.y profiles P 80

where r" = r/R, p refers to the wall and coeffi-
cient 2 defines a Nusselt number on the tube dia-
meter. Results are compared in Fig. 5 to those gi-

'". yen by SLEICHER and TRIBUS (1957) and SIEGEL and
o k SPARROW (1960) where, in both cases, the fluid

| o *flow was assumed with equal dynamic and thermal
a eddy diffusivities (Pr = 1). A turbulent Prandtl

. | number equal to unity does not induce strong dif-
5 0 "0 ferences in the thermal development as far as the

5molecular Prandtl number is itself not far from
IA unity. This is confirmed by CHEN and CHIOU.

.2 OTI 40NNu [x/ol/ NL

4, Re 1
C 1 '11-* p. e r,, md6odl [Pr:.73]" * 13

o 22 Wlf he, [Pr: .1]
"w

k  
o ~31 0Iee

".2 ' 4t

FiR.3 -Steady temp~eratur e profiles for then de- f eX/
veloping thermal fluid field, Re = 105 V X_

Fig.5 - Longitudinal evolution for the steady

heat transfer
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5. DTNANIC FLUID FIELD - UNSTEADY FLOW '-------- - 0- - "

As for the dynamic steady-flow. the unsteady
egime Is ss md t be ul y e a l sh dleading o e1 s - . . ,

to repetitive unsteady velocity profileR alonR the
tube axis. The velocity UI expressed as

(19)

U1 (r, , t) - ju, (r, )j . cos lut * *(r, 0)l

is shown'at different angles for two frequencies,
ion and 250H , on Fig.6 and 7 respectively and
for a same Reynolds number : I0 4 . As the frequency
Increases, the velocity amplitude decreases where-
as a maximum is reached near the wall instead of
the center axis as it occurs for the lowest fre-
quency. This leads to an annular effect.

... Fig.7 -Unsteady velocity distributions for Re.10
4

and a hilth frequency

15o.
U it

aan

Fig.8 Radial profiles for the velocity phase,n oone Re -104 , 
and different frequencies

Fi.6-t Unsteady velocity distributions for
e 

f 
104 and 

e 
low frequency

To complete this, it can be seen from fig.8 0as s 0. . .- -d-
that the radial variation of the phase angle to QP a
nearly negligible for the lowest frequency : the 

0- -- _. _fluid oscillates "as a whole" all along the

tube radius for this condition.

The velocity amplitudes for the first and se-

cond order* (fundamental and first harmonic@) are
compared to the steady velocity amplitude In Fig.9. Where@* the three profiles reain the same for

a low frequency, a strong annular effect Appears
for the high frequency of 2501n ; this effect 4 eooi
is even more pronounced for the second 

vrdtr 
vpla-s

city then for the first order and confirmg the.U/(,trend for increasinR frequencies. On the nr.hnrhand, for a mean Reynolds number equel to 10"', no 0
nnular effect shown even for the hht tu-led frequency. aJal el y

r If now, we consider a constant freqincy hut
llesmean Reynolds number, increasing vln-

" t'ty vplitude are obtained for increnins FIg.9 Amplitude profiles for the steady first
irder end second order velocities; Re*Si4

14-5
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hmanolidanumbers but the dimensionless velocity pro-
files tend gradually towards an homothetic shape *41ll
to that of the steady velocity. This will he dis-
cussed in section 7.

*. IHEIIAL FLUID FIELD - UNSTEADY FLOW .02

Both amplitude and phase angle for the unstes-
dy temperature .re function of the two space coor-
dinates,.the frequency and this is formulated as
follows,

S1(x*, rO, 61, t) * ~,(x, T, r (20).5

Cos I Wt 4 lP(x*, re z
where x* - x/R. Unsteady temperature profi lea may
be expressed at different angles and such profiles
are shown in Fig. 10 for a tube section not very
far fro, the heated lengthi entry (x* 13). From
computations, it may be observed that the phase
angle des not change along the radius for low
frequencies whereas for highest frequencies a
phase-log exists between the wall and the center 1

axis which Increases as the thermal field is de-
veloping. .5

0.196 41I

As Fig.ll Amplitude profiles for the unsteady
temperature, Re 104O

*4 .31
X' .13 .41 11

0 Ona 2

....................

a-"

developing thermal fluid field temperature, Re a 105

For the amplitudes, an Annuar efrect. Aipprn From the different results brought up by the
in the first sections and In developinig with tho model two different characteristics may be am.
flow such as its maxgimum tends from t.ir, wall tIn. rized As follows
words the axis and emplittudexs infrrnmr. (lit V11.. 1t 1) for a given Reynolds number. unsteady test-
and 12 amplitude profiles are given for t1110 soimp p,-rat0rs nmpl ittides deecrease when the frequency
frequency but two different Reynolds nutmbeprs ecrn

10 O4 snd JOS respectively).
1i) for a given frequency, amplitudes mocres-

1These trends Are similar to those shown for
t~e' n~seeiyvocity.

* 14-6
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If now, we consider the temperature gradient 
_T

at the wall, it can be shown, Fig. 13, that its am- 00,

plitude vanishes shortly after the heated section

* entry for the highest frequency, whereas it re-

. mains significant on a long axial distance and .1 - -

4 even grows for the lowest frequency. In the same

way, the phase angle, expressed as the phase dif- Re. '

ference with the forcing unsteady pressure, shows Olen &"On

a very slow variation along the wall for a low \ 0 .ds *23tn

frequency, whereas it changes strongly in the

high frequency case (Fig. 14). The instantaneous XA.,

transport of heat from the wall to the fluid and _Q

then the unsteady thermal fluid field are vani-

shing and disappearing on a short axial distance

from the entry and for increasing frequencies.

KOW .e lagJa Re. --

* tn

a Fig.14 - Longitudinal variation for the tempera-

ture gradient at the wall (phases)

-o

-U--' 7. DISCUSSION AND CONCLUDING REMARKS
-U-

Unsteady effects may be discussed from the x-

momentum equation. From the generalized form, Eq.

(15), it can be seen that if the first term on the

left hand side vanishes, then, any unsteady dyna-

.W- W sic effect will disappear. This is normally obtai-
ned for freqeipncy decreasing towards zero. In that__6__ __b__ ._ __I =-* . .X imit case,fAxI I beco ms si mia r oL ] . y e

. . minding that. u is eqthe modulus

-of the firs rm in Eq. 15 snwritten as

Fig.13- Longitudinal variation for the tempera- nfl
r* Jun " r+  lun I  1 (21)

ture gradient at the wall (amplitudes) C

Considering R+a +and the usual definition for

the frictinnvelocity in the studied range of mean

Reynolds numbers, the coefficient of the unsteady

velocity amplitude may be formulated such mas

160n D 0

K - - . (22)

6 VM~ Re

TheI n for a fluid of a given kinematic viscosity

flowing in a tube of diameter D, the influence of

the unsteady term is traduced by the factor

a f/Re ,
7 5

. It comes clear that for a given cons-

tnnt. freqttency the increase in Reynolds number

Iends to vnnishing unsteady dynamic effects. A

same trend may be also shown for the thermal fluid
field from the unsteady term in the energy equa-

titn, Eq. (16). On the other hand, for a given

mspan i eynolds nuiimber, the increase in frequency

Induices typicrl unsteady effects such as the annu-

Inr Prferpt bt., at the same time, decreasing un-

n!ienly velocity or temperature amplitudes. This

,nrrpnponds, in a sense, to vanishing

14-7
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unsteady effects. Therefore, it can be assumed vorticity from the wall and, then, turbulence is
that two opposite limits may be achieved for a not nctive in the diffusion (Stokes flow situation)
fixed Re : low modulation frequency where the flow For values of L* contained between 10 and 20,
may be described as steady or quasi steady and high which means for lower frequencies, a departure
frequencies where unsteady effects exist but with from the Stokes flow is observed. For L+ larger
very small amplitudes if they are not negligible tha, 20 a general trend towards quasi-steady flow
when compared to steady values. Between those two occurs. A different expression for the dimension-
limits, the analysis shows that it could exist a less criterion, L

+
, may be obtained, with the fric-

range of critical values for U /Re
1 "7 5 

for which tion velocity defined according to the classical
unsteady dynamic and thermal effects would be si- Blasius formulae It may be shown that
gnificint. 175

iu/Re 0.048/L*
2

In their analytical studies, 011101 and USI
(1976) have shown the existence of the same two op- Then the trend to quasi-steady flow would
posite limits confirmed by experiments (1976). occur for values of Q/Re

1 .7 5 
smaller than

However, this was depicted with no analytical cri- 1.2.10
-  

which is less restrictive than proposed
terion. In another work, OlHMI et al (1978) have by the present analysis.
made an analytical approach for the quasi-steady
approximation using a time variable friction velo- In an other experimental study, on turbulent
city. For low frequencies, the eddy viscosity Is pulsatinig pipe flows, SIlEMER and KIT (1984) have
then considered as the sum of a steady component made out a slight different criterionnamely,
and an unsteady viscosity. This last term is not quasi-steady flow behaviour occurs for St/Re smal-
still existing as the frequency increases due to ler than 3.24.10

- 4 
where St is the Strouhal number.

inertia effects of the turbulent flow. To define This ratio may be redefined such as
a limit for the frequency domain where the quasi-
steady approximation applies a criterion is given 1.75 4 1/4
by OHI at al such as : no more than 1 % in the U/Re (70.81.10- Re-

relative variation between steady velocities cal-
culated for each instantaneous value of the for- which for the average Reynolds number (Re=5500)

cing pressure gradient and unsteady velocities cal- used in those experiments would give

culated with the hypothesis of an oscillating fric- 1.75 -4
tion velocity. From this, a curve was obtained U/Re (6.97.10

showing the frequency as a monotonic growing func-
tion of the Reynolds number : below that curve a which is again less restrictive than above. There-

quasi steady behaviour may ue considered whereas fore, experimental data show that quasi steady

above it the flow is in a purely unsteady regime. flows may be still obtained for larger frequencies

From the presentanalysia and the major role held than those predicted by the present analysis with

by the factor f/Re
l -

7
5 

a slightly different cri- a given Re.

terion may be proposed and based upon the numeri-
cal values for U e and U1 : for a frequency equal From these different results, it appears
to 10011 and a ean Reynolds number equal to 105, that a specific combination of the frequency and

the model shows a relative difference not greater the mean Reynolds number is closely related to the

than I % all along the radial profiles. In that ratio of the oscillating Stokes layer thickness

situation and according to OHMI, the corresponding to the viscous layer thickness. Any efficient in-

flow regime should be considered as quasi-steady teraction between oscillations and turbulence may
which gives :be then expressed in terms of that ratio or interms of Q/Re1 "7 5 

. As a typical example,

1.75 -7 GALITSEISKII et al (1976), studying convective
fl/Re <5.6.10 heat transfer in a pulsating turbulent pipe flow,

have shown that the maximum enhancement for heat
Such a criterion has to be considered as a transfer was correlated to a ratio L /5 LV equal

rather crude one for it is only based upon veloci- to 30 which may be expressed also as 1/ReI.751 I-6
ty profiles. At least, it may be used as an extre- However, further experimental studies are needed
me limit for quasi-steadiness. However the present to correlate the dynamic interactions between
analysis induces the existence of a frequency ran- oscillations and turbulence to observed changes in
ge for which unsteady effects could be not negli- transport or diffusion throughout the flowfield.
gible when compared to analog steady effects. In In other words, such changes as those on convecti-
their experimental work, BINDEL et al (1985) have ve heat transfer may result from other dynamic
studied the wall region of a turbulent channel effects such as : large amplitudes, periodic
flow submitted to large amplitude periodic oscil- reverse flows, second-order terms in developing
lations. Using the Stokes layer thickness, Ls , as flow field, etc ...
a typical parameter to depict the possible in-
teraction between oscillations and the wall region REFERENCES
flow It has been shown that for

# L 7 < BINDER G., TARDU S., BLACKWELDER R.F., KUENT J.L.,
L .- /V- K 10 1985, Large amplitude periodic oscillations in the

wall region of a turbulent channel flow. Symposium

where L, is the viscous length scale, viscoijo oo Shear Flows, Cornell UniversiLy, (N-I), 16-1,

diffusion alone governs the removal of unsteady 16-6
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NUMERICAL SIMULATION OF THE
VISCOUS WALL REGION

Karam Azib and John B. McLaughlin
Clarkson University
Potsdam, New York 13676

ABSTRACT x unit vector in the x direction

It is shown that the viscous wall region can y normal coordinate

be simulated by solving the Navier-Stokes equation YlY2 log profile imposed for Yl
< 
Y 

< 
Y2

subject to an extra constraint at large distances Ym map parameter

from the wall. Periodic boundary conditions are y unit vector in the y direction

applied In the strc.amwise and spanwise direct ions z spanwise coordinate

with periodicity lengths that are several times 2 unit vector in the z direction

larger than the experimental mean streak spacing, GREEK SYMBOLS

and no subgrid scale modelling is used. The model v kinematic viscosity

yields results which are in reasonably good w vorticity vector

agreement with results obtained from direct 7 pressure head

simulation of turbulent boundary layers and fully I mass density

developed turbulent channel flow in spite of the argument of Chebyshev polynomials

fact that the calculations are two orders of

magnitude smaller. 
1. INTRODUCTION

Deardorff (1970) carried out a numerical study

LATIN SYMBOLS of high Reynolds number turbulent channel flow

1r -I using only 6720 grid volumes and was able to obtain

j integer fair to good agreement with Laufer's (1950)

kxkz wavenumbers in x and z directions experimental statistics in the core of the channel.

E,L,m,M integers As a consequence of the low spatial resolution,

N time step index Deardorff's simulation did not treat the viscous

p integer or fluctuating part of pressure wall regions explicitly. Instead, he developed a

P integer set of artificial boundary conditions which forced

dpext/dx external pressure gradient the horizontal average of the streamwise component

Re Reynolds number to agree with the law of the wall at the grid point

t time closest to the wall. Subgrid scale modelling was

u x-component of velocity used in order to account for neglected small

U, x-component of veiocity at infinity scales.

u* friction velocity In the years since Deardorff's contribution,

v y-component of velocity numerical simulation of turbulent flows has emerged
v velocity vector

as a useful supplement to laboratory experiments.

vO  reference speed Recently, Kim et al. (1986) have performed direct

w z-component of velocity numerical simulations of turbulent channel flow

x streamwise coordinate using pseiidospectral methods inwhich thi nonlinear11

X periodicity length in the Y dirccrion terms of the Navier-Stokes equation w,'-e evaluated

15-1

MM0 =-9



on a grid containing 4.106 grid points. The the notion that the most important length scales in

Reynolds number of the flow was 3300, based on the the viscous wall region are on the order of the

mean centerline velocity and channel half-width, mean streak spacing or smaller and that larger

No subgrld scale modelling was used since the grid length scales can be treated crudely.

spacings were small enough to account for all No subgrid scale modelling is used in the

essential scales of motion. calculations to be reported. As a consequence, it

Unfortunately, direct simulation of turbulent was necessary to use small grid intervals, but,

flow is limited to small Reynolds number because since the periodicity lengths were small compared

the computational work is proportional to Re
3
, and to the largest length scales present in turbulent

Orszag and Yakhat (1986) have argued that such shear flows, only 34000 grid points were needed in

calculations will be even more expensive with order to achieve grid spacings comparable to those

cellular-automaton methods. Thus, turbulence used by Kim et al. (1986).

modelling will be needed in numerical simulation of In spite of the fact that the calculations to

high Reynolds number flows for the foreseeable be reported were two orders of magnitude smaller

future. In this paper, a model will be described than direct simulations of channel flow and

which is, in a sense, complementary to Deardorff's boundary layers, it will he shown that the computed

approach. Deardorff's simulation does not intensities are in good agreement with those

explicitly deal with the viscous wall region, but obtained by direct simulation. In addition, the

the viscous wall region is of some interest since energy balanc is satisfied within the viscous wall

laboratory experiments by Laufer (1954) and Kim region and the mean streak spacing is correctly

et al. (1971) indicate that most turbulence predicted.

production takes place in that region. In our 2. GOVERNING EQUATIONS

approach, all details of the outer part of the flow The system to be discussed is an incompress-

are eliminated by setting the horizontal average of ible flow over an infinite, flat, impermeable, and

the streamwise component of velocity equal to a rigid wall. The origin of the coordinate is

constant at points outside the viscous wall region. located on the wall and the x, y, and z axes point

Rigid boundary conditions are imposed at the wall in the streamwise, normal, and spanwise directions,

and velocity fluctuations are required to vanish respectively. All physical quantities will be made

at infinite distance from the wall. Periodic dimensionless in terms of a reference speed, V,

boundary conditions are imposed in both horizontal the kinematic viscosity, v, and the mass density,

directions and pseudospectral methods are used to P.

solve the governing equations. The primary goal is to formulate a model of

Ideally, one would use periodicity lengths the viscous wall region of turbulent shear flows

which are much larger than any of the natural such as fully developed turbulent channel flow or

* length scales of the flows of interest, but this pipe flow. When expressed in wall units (i.e.,

would make the size of the computation prohibitive. vo = u*), the external pressure gradient for such

Instead, the periodicity lengths are chosen to be flows vanishes in the limit of large Reynolds

several times larger than the mean spanwise spacing numbers. Thus, one needs a means of supplying

between low speed streaks which Kline et al. (1967) energy to the viscous wall region in order to

* determined to be 100 wall units (in wall units, sustain the turbulence in that region. In an

the units of length and time are v/u. and v/un.) actual channel or pipe flow, the external pressure

Corino and Brodkey's (1969) experiments indicated gradient supplies the energy that drives the flow.

that the low speed streaks played an important In the model, the flow is maintained by setting the

role in turbulence production and that the spanwise horizontal (x and z) average of the x-component of

and streamwise lengths of turbulent bursts were velocity equal to a fixed profile for y > yI" In

somewhat smaller than the mean streak spacing. its simplest formulation, a constant profile would

Our choice of periodicity lengths is motivated by

15-2
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be used, but this would eliminate all turbulence 8% larger than Laufer's experimental profile.

production for y > Yl and, since values for yl on 3. PARAMETER CHOICES

the order of 30 to 40 wall units yield intensity There are four adjustable parameters in the

profiles that agree best with experiment in the model which was formulated in the previous section:

region y < 30 wall units, this would eliminate a and Z. Experimental results are usedYl, Y2, X, adZ xeietlrslsaeue

significant amount of turbulence production. For in choosing all four parameters. Laufer's (1954)

this reason, a logarithmic profile is imposed for energy balance suggests that the region y+ < 30 is

Yl < Y < Y2. For y > Y2, a constant profile is a net source of turbulence kinetic energy and this
imposed. In the calculations to be reported, yl finding is consistent with the channel flow

and Y2 were approximately 33 and 55 wall units, simulation results reported by Moser and Moin

respectively. (1984). Corino and Brodkey (1969) stress the

Since the horizontal average of the x- importance of the region y < 30 wall units in the

component of velocity is fixed for y > yl, the "ejection" processes which are important in the

imposed velocity at y yl acts as a source of production of turbulence. These results suggest

energy for the viscous wall region in a manner that yl should be roughly 30 wall units.

similar to the moving wall in a plane Couette flow. Experimentation with various values of yl reveals

However, unlike plane Couette flow, fluctuations that large values of Yl lead to small wall shear

in all three components of velocity exist for stresses (and, hence, large deviations from

y > Yl" Laufer's profile for y > yl) and fluctuation

The governing equations of the model are: intensities which are too small near the wall.

a+ *v v
2  

Values of yl which are much smaller than 30 wall+- V+ = -Vp - (dpex/dx)R + V I

units yield fluctuation intensities which are

V-v 0 (2) considerably smaller than the experimental values

< u >= 2.4 ln(y) + 5.34, YI < y < Y2 (3)y >

Since a significant amount of turbulence

< u> = 2.4 ln(y 2 ) + 5.34 B u., Y2 
< 
y (4) production occurs for y > 30 wall units, it is

desirable to choose Y2 to be considerably larger=0,y =0 (5)
than yI. In the calculations to be reported, Y2

v =w
=
0 , y = (6) was approximately 55 wall units, based on the

uu ,y = (7) steady-state friction velocity.

In the calculations to be reported, X and Z
( y t(were approximately 581 and 249 wall units,

In Eqs. (3) and (4), the brackets denote an respectively, based on the steady-state friction

average over x and z. In writing Eqs. (3) and velocity. The choice of X was suggested by the

(4), it is assumed that vo is the friction experiments of Morrison et al. (1971) who found

velocity based on the initial value of the that, in the viscous wall region, the frequency-

horizontally averaged velocity. If vo were the wavenumber spectrum showed a maximum at a

steady-state friction velocity, the right hand wavelength equal to 630 wall units. Based on the

side of Eq. (3) would be a good approximation to initial value of the friction velocity, the value

Laufer's (1954) experimental data. However, for of X was 630 wall units in the calculations to be

the parameter choices used in the calculations to reported.

be reported, the horizontally averaged wall shear The value of Z was sufficiently large that

stress drops by about 15% during the initial one should typically find two low speed streaks

transient period and all variables must be in the computational region. Larger values of Z

resealed in order to obtain their values in wall would have increased the size of the computation

units based on the steady-state friction velocity, considerably since the number of grid points in

As a conaeqPnce, the profile in Eq. (3) is about the spanwise direction would have had to be
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increased and the number of grid point s i ita quired Il it;illy, 1h,- thI id fractionIl step iccountl

to be an integer power of two by the fast fourier for the viscous term:

transform routines used in our calculations. -N+l N +v =v +At 2-N+l 18

4. NUMERICAL METHODS
The velocity field at time step N+ 1 appears

The Marcus (1984) technique was used to solve

on the right hand side of Eq. (16). Thus, Eqs.
the governing equations. In this approach, three (15-18) must be simultaneously solved, and, for

fractional steps are used to advance the velocity that purpose, 
1
v is expanded in a set of Creen a

from time step N to time step N+li. In the first
functions in a manner similar to that described by

fractional step, the nonlinear terms are computed.
Marcus (1984).

The method used to obtain the results to be
Pseudospectral methods are used to solve Eqs.

reported differs from the one described by Marcus (9-18) and each variable Q(x,y,z,t) is expanded as

in that an Adams-Bashforth-Crank-Nicholson (ABCN) a spectral sum:

scheme (see Orszag and Kells (1980)) instead of an

P i(kxx+kzZ)
Adams-Bashforth scheme is used to compute the Q(x,y,z,t) 

=  
I E I Q(k,kp,t)e T ()

nonlinear terms. The two methods differ in that, kx k
z 

p=O P

in the ABCN method, the convective term is divided (19)

into two parts and the larger part is treated where

implicitly: k .... , -L Z L-1 (20)
1_ 2 X

+ v- 215
2x + + k = -- m , -M < m < Hl . (21)

(9)

The quantities kx and kz in Eqs. (19-21) are the
f ( xw + U - - (d /dx) )At . (10)

Pext wavenumbers in the x and z directions,

In Eqs. (9) and (10), U is a fit to Laufer's respectively. The quantity C in Eq. (19) is

experimental profile for y < Y2 and a constant for defined as follows:

Y > Y2 and w is the vorticity. Y-Ym (22)

The second fractional step incorporates the Y+ym

pressure head, 7r:
The parameter y, in Eq. (22) determines the

v = N+ - ATV TN+ (11) distribution of the collocation points in the y

The pressure head is divided into inviscid and direction which is given by

viscous parts: yj = Y.(-
--

) (23)

N+I N+lI N+ (1= =i +1 . (12)

( = cos(p) , 0 < j P. (24)

The inviscid and viscous parts of the pressure

head satisfy the following equations: It is also helpful to introduce a mixed

2 N+1 representation which is defined as follows:AtV 32 + + (13)
i i(kxx+kzz)Q(x,y,z,T) = E ' &(kx,kz,y,T)e , (25)

21i  
kx kz~

=0 ,y = 0 and y (14) xk
*y where kx and kz are given in Eqs. (20) and (21).

V2 N+l 0 (15) For all the Fourier components of the velocity
v

field except Z =m 
=
0, the tau method (see Gottlieb

321 N+ 2vN+l and Orszag (1977)) and the Haidvogel-Zang (1979)

V , y = 0 (16) factorization are used to solve Eq. (18).
aN + 

However, the constraint on the x-component of

v o, y=. (17) velocity given by Eq. (3) introduces a
ay discontinuity into the derivative of u(0,0,y,T)
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at y = yl, and this would result in poor guaranteed the correct behavior at the wall. The

convergence if spectral methods were used to initial spanwise component of velocity was

compute this Fourier component of the velocity computed from the incompressibility condition.

field. As a consequence, central difference The computer program which was used to solve

methods are used to compute the viscous term for the governing equations was tested by computing

the I t
m =

0 Fourier component of the velocity the decay rate of Orr-Sommerfeld eigenmodes of a

field, base profile which was equal to Laufer's profile

In order to compute the nonlinear terms in for y ' 60 wall units and a constant for y > 60

Eq. (9), the velocity and vorticity fields are wall units. When considered as a function of the

evaluated on a grid of points and the cross real part of the wave speed, the magnitude of the

product, vx, is computed. The grid points are imaginary part exhibits a local minimum, and Bark

equally spaced in the x and z directions and the (1975) has shown that the magnitudes of the x, y,

distribution of grid points in the y direction is and z components of velocity for these least

given by Eqs. (23) and (24). The numbers of grid damped eigenmodes exhibit a y-dependence which is

points in the x and z periodicity lengths are 2M qualitatively similar to the y-dependence of the

and 2N, respectively, and the number of grid turbulent intensities provided that the wavelengths

points in y is 2P+l. The results to be presented in the x and z directions are comparable to the

were obtained with 32 grid points in the x and z preferred wavelengths measured by Morrison et al.

directions and 33 grid points in the y direction. (1971). Three-dimensional eigenmodes for a wide

Based on the steady-state friction velocity, the variety of values of k. and kz were used to test

grid spacings in the x and z directions were 18.2 the program and it was found that, provided y, was

and 7.8 wall units, respectively. The grid in the range 15 Y, ( 60 wall units, the program

spacings in the y direction varied from 0.067 to correctly predicted the decay rates to within less

4.9 wall units, respectively, than 1%. The results to be reported were obtained

The results to be presented were obtained with y, equal to 30 wall units, based on the

with a time step equal to 0.21 wall units. It was initial friction velocity.

found that when the time step was reduced to one 5. RESULTS

half that value, there was virtually no difference In Figure 1, the horizontally and time

in statistical quantities. averaged x-component of velocity is compared with

Moser, Moin, and Leonard (1983) have shown Laufer's (1954) experimental profile. The

that aliasing errors in the calculation of the difference between the two profiles in the region

nonlinear terms can lead to qualitatively 33.7 < y < 55.3 wall units is due to the fact that

incorrect behavior in time-dependent problems with the steady-state wall shear stress is 15% smaller

marginal resolution, and, for that reason, the than the initial wall shear stress as explained in

two-thirds rule was used to reduce the aliasing chapter 2.

errors in the results to be reported. In Figures 2 and 3, the computed intensities

A variety of different initial conditions was of the x, y, and z components of velocity are

explored and it was found that the statistical compared with Kin et al.'s (1986) direct

results predicted by the model were insensitive to simulation channel flow results and Laufer's (1954)

* the choice of initial conditions. In the initial experimental data. Perry et al. (1985) have

condition for the results to be presented, the argued that hot wire x probes may yield spuriously

horizontal average of the x-component of velocity low values for the y-component of velocity in the

was set equal to Laufer's experimental profile for viscous wall region and this may account for part

Y < Y2 and a constant for y > Y2. The vertical of the discrepancy between the computed and

component of velocity and the fluctuating part of measured intensities. Perry et al. (1986) have
.. the x-component of velocity were set equal to

talso suggested that the statistics of the viscous

random numbers multiplied by smooth functions that
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wall may exhibit a mild Reynolds number dependence, channel flow, and it appears possible that one may

and, in that case, the present formulation of the be able to match the two simulation techniques in

model would appear to be more suitable for low a simulation of a high Reynolds number channel

Reynolds numbers since the Reynolds numbers for flow. We hope to report the results of such an

Kim et al.'s simulations was 3300 while the approach in the future.
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NUMERICAL STUDY OF THE MEAN STATIC PRESSURE FIELD OF AN
AXISYMMETRIC FREE JET*

F.F. Grinsteint, E.S. Oran, J.P. Boris, and A.K.M.F. Hussaint
Laboratory for Computational Physics

U.S. Naval Research Laboratory
Washington, D.C. 20375

ABSTRACT

We present numerical simulations of the evolution of the Kelvin-Helmholtz instability in a

spatially evolving two-dimensional shear layer. The results of these simulations are used to study

the transitional region of a subsonic, compressible, axisymmetric free jet, at very high Reynolds

number, and to calculate pressures and momentum fluxes based on the primitive flow variables.

The results indicate that the mean static pressure drops significantly within the jet accounting for

growth in the streamwise momentum flix. This supports the experimental results of Hussain and

Clark (1976). The sensitivity of the results to unsteady initial conditions is investigated.

1. INTRODUCTION

Traditionally, it is assumed that the mean static pressure gradients in a free jet are everywhere

. ,*2 negligibly small compared to other mean forces on the fluid. Thus, the pressure in a jet is considered

to be virtually constant and equal to the ambient pressure (Abramovich, 1963). As a consequence,

the mean longitudinal momentum flux is a constant at each axial location moving streamwise

from the nozzle. Hussain and Clark (1976) measured the momentum flux in a planar jet with hot

wires and found that it increases in the streamwise direction, and that the extent of the increase

depends on the initial conditions. They also noted that the pressure can drop considerably within

." K the turbulent regions of a free jet. Although Hussain and Clark also measured decreases in the

static pressure that were consistent with the observed increases in the momentum flux, a total

* quantitative balance between the pressure and momentum changes could not be obtained. They

noted that that they did not expect perfect balance because of the large uncertainties in both

velocity and pressure measurements at the high turbulence levels. The extent of the momentum

flux increase and its dependence on the initial conditions remain unresolved; this is because the

* Presented at the Tenth Symposium on Turbulence, University of Missouri-Rolla, September

22-24, 1986
t Berkeley Research Associates, Springfield, VA

Department of Mechanical Engineering, University of Houston
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measurement uncertainties cannot be evaluated experimentally, but can perhaps be determined

accurately via numerical simulation. In this paper we analyze numerical simulations of jet flows to

help clarify these apparent inconsistencies.

Numerical investigations of shear flows have used spectral (Metcalfe et al., 1986), vortex dy-

namics (Ghoniem, 1986), and finite-difference (Corcos and Sherman, 1984; Davis and Moore, 1985;

Grinstein et al., 1985, 1986ab; Kailasanath et al., 1986) techniques. Numerical studies of the evo-

lution of flows similar to those seen in the laboratory experiments have been considered for both

two-dimensional planar and axisymmetric shear layers. Previous finite-difference calculations have

modeled either temporally-developing mixing layers (Corcos and Sherman, 1984), where it is as-

sumed that the vortex dynamics takes place in a relatively compact region of space, or spatially

developing layers (Davis and Moore, 1985; Grinstein et al., 1985, 1986ab, Kailasanath et al., 1986),

which correspond more closely to the laboratory experiments.

Recent numerical simulations of unforced, subsonic, compressible, spatially-evolving two-

dimensional shear layers have produced new information about mixing in shear layers and the

development of this two-dimensional unstable flow (Grinstein et al., 1985, 1986ab). A number

of important features of the flow field in the transitional region were noted in these calculations.

The mixing layer composition was observed to be asymmetric, containing more of the faster fluid

Grinstein et al., 1986a), in qualitative agreement with experimental results (Koochesfahani et al.,

1985). The calculated distribution of merging locations was in good agreement with the distribu-

tions obtained with weakly excited planar (Ho and Huang, 1982) and axisymmetric (Kibens, 1980)

shear layers. In addition, evidence of spatial and temporal coherence observed between the first few

roll-ups (Grinstein et al., 1986b), suggested the presence of an underlying degree of organization in

the unforced two-dimensional shear layers due to downstream feedback on the inflowing fluid.
In this paper we present numerical simulations of the evolution of the Kelvin-Helmholtz insta-

bility in a spatially-evolving two dimensional shear layer. The results of these simulations are used

to study the transitional region of a subsonic, compressible, axisymmetric free jet and to calculate

pressures and momentum fluxes based on the primitive flow variables. The results indicate that

the mean static pressure drops significantly within the jet which accounts for the growth in the

streamwise momentum flux. This supports the experimental results of Hussain and Clark (1976).

The sensitivity of the results to unsteady initial conditions is also investigated.
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2. THE AXISYMMETRIC JET

The system studied is an air high-speed free jet emerging into a quiescent air background. A
schematic diagram of the flow configuration is given in Fig. 1. The jet is initialized with a top-

hat axial velocity profile and uniform standard temperature and pressure everywhere. The jet is

subsonic, with Mach number M=0.57, and corresponding free stream velocity U, = 2.0 x 10 cm/s.

The calculation is fully compressible, sound waves are resolved and acoustic delay times for pressure

waves are properly included. Excitation has been extensively used in the investigation of the basic

mechanisms of shear flows (Crow and Champagne, 1971; Ho and Huang, 1982; Hussain et al., 1986).

Excitation of the jet at the inflow is provided here by imposing a sinusoidal perturbation of fixed

frequency fi and relative amplitude al on the free stream inflow velocity Uo, i.e.,

U, - Ux[1 + al sin(2irfit)]. (1)

In this way we simulate a controllable planar excitation of the jet stream at the nozzle exit. In

the laboratory experiments this forcing is usually introduced acoustically by means of speakers in

settling chambers upstream of the nozzle exit (e.g., Zaman and Hussain, 1980) . In addition, we

can simulate the effects of fluctuations in the experimental flows due to turbulence and boundary

layers in the nozzle by superposing random inflow perturbations of the axial velocity (Grinstein et

al., 1986b).

3. THE NUMERICAL MODEL

The numerical model used to perform the simulations solves the two-dimensional time-

dependent conservation equations for mass, momentum and energy for an ideal gas

Op p
,T =- = -v pV, (2)

O(PV) = -V. pVV - VP, (3)

ac = -V. V -V.PV, (4)
at

where e = P/( 7 - 1) + (1/2)pV 2 , is the internal energy, and V, P, -, and Y, are the velocity,

pressure, mass density, and the ratio of specific heats. The equations are solved using the Flux-

Corrected Transport (FCT) algorithm (Boris and Book, 1976) and timestep-splitting techniques.

FCT is a nonlinear, explicit, fourth-order, compressible finite-difference algorithm which ensures
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that all conserved quantities remain monotonic and positive. It accomplishes this through a two-

step process. First it modifies the linear properties of a high-order algorithm by adding diffusion

during convective transport to prevent dispersive ripples from arising. The added diffusion is then

subtracted out in an anti-diffusion phase of the integration cycle. These processes maintain high-

order accuracy without artificial viscosity to stabilize the algorithm. No subgrid turbulence has

been included at this stage beyond the natural FCT filtering. The nonlinear properties of the FCT

algorithm ensure that energy in wavelengths smaller than a few computational cells is dissipated.

In this way, the algorithm mimics the behavior of physical viscosity at high Reynolds numbers.

In the case of initially laminar flows with very large Reynolds numbers, the shear stresses and

dissipation terms are significant only in very thin layers of the flow on the surface of the nozzle and

across the shear layers that separate the jet stream from the surroundings. For this type of flow,

the vorticity contribution from the boundary layers is much smaller than that due to the shear

layers, and a purely inviscid description of the large scale features of the gas phase flow such as

* provided by the present model can be expected to be adequate.

Inflow and outflow boundary conditions are needed to ensure the proper behavior of the fluids

near the boundaries and throughout computational domain. However, accurate transparent bound-

ary conditions that provide adequate information about the region outside of the computational

domain are very difficult to define for the numerical simulation of compressible subsonic flows.

Most of the simulations performed until fairly recently involved temporally developing shear layers.

Such simulations replace inflow and outflow conditions with periodic boundary conditions, and

concentrate on the vorticity dynamics in compact regions. A detailed simulation that investigates

.. .~spatially developing flows requires a model for inflow and outflow boundary conditions.

The calculations presented below use inflow and outflow boundary conditions which have been

developed and tested for multidimensional FCT calculations (Boris et al., 1985, Grinstein et al.,

* 1986a) The density and inflow velocity of the jet are specified and the energy at the inflow guard

cells is determined from a zero-slope condition on the pressure:

P. Pinflow, (5a)

Vg,= Vinflow, (5b)

P = P1, (5c)
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where P is the pressure at the first inflow cell. This allows the pressure at the inflow to vary in

response to disturbances originated by the fluid accelerations downstream. Equation (5c) requires

the acoustic waves to reflect at the inflow, which is physically reasonable because the density

and velocity at the inflow are fixed. To make a smoother and more realistic transition to the

region of interest behind the lip of the nozzle, we have included a portion of the nozzle inside the

computational domain. The conditions allow feedback to occur between the fluid accelerations

downstream and the inflowing material, thus allowing the instability to evolve naturally in the

calculation.

The conditions at the outflow guard cells define the density and velocity through zeroth- and

first-order extrapolations, respectively, from the last two cells:

pg = p,, (6a)

v9 = 2v, - v,. 1  (6b)

These are standard conditions consistent with fixing the inflow velocity of the jet. The energy at

the guard cells is defined in terms of the density and velocity given by (6a-b) and the pressure

defined by

P(Y - YP)+ ( amb Pn), (6c)
(Y9 - 'j)

where Y is either the radial or axial coordinate, and the subscript j refers to the trailing edge of

the nozzle. Equation 6c is the result of interpolating between the pressure values at the boundary,

P, and at infinity, Pab. It enforces a trend in which the pressure gradient vanishes and the

pressure equals Pamb at infinite distances from the nozzle. The slow relaxation of the pressure

towards the known ambient value is necessary because the pressure at the inflow is not specified.

but calculated from other variables. By giving a reference pressure value we avoid secular eriors in

the calculations.

The computational grid is set up initially and held fixed in time. The timesteps are chosen

by requiring the Courant number to be about 0.4. The finite-difference grids have 100-126 cells

in the cross-stream (radial) direction and 220-382 in the streamwise (axial) direction. The mesh

spacings vary in the ranges 0.05 < AZ < 0.52 cm and 0.02 < AR < 0.67 cm for the coarser grids,

and in the ranges 0.03 !5 AZ < 0.29 cm and 0.01 < AR < 0.67 cm for the finer grids. Using the

finer grids is expensive, so they are used only sparingly to check the stability of the results of the

numerical calculations.
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The effects due to boundary layers in the nozzle have not been included in our calculations.

Thus the initial thickness of the shear layer 0, is effectively equal to the thickness of the rim of

the nozzle in the simulations, i.e., one cell across the shear layer. We define the Strouhal number,

Stqo = f 0 / Uo, associated with the natural instability frequency of the shear layer. Then using a

typical longitudinal phase velocity up = f A ; 0.6U , we can estimate 0,/A z St/0.6. For St in the

range 0.0125 - 0.0155 (Husain and Hussain, 1983) one wavelength (A) of the natural oscillation of

the shear layer ahead of the nozzle exit is resolved with 39 - 48 cells in the cross-stream direction

and 16 - 19 in the streamwise direction. Thus the spatial-evolution of the large scale features of

the shear layer can be adequately resolved by the gridding in the numerical model.

Figure 2 shows a schematic diagram of a typical grid used in the calculations. The cells are

closely spaced in the radial (R) direction across the shear layer, where the large structures form,

and they become farther apart as the distance from the shear layer increases for R > R,. The

cell separations in the streamwise direction (Z) also increase in size as we move away from the

* trailing edge of the nozzle, located at Ro, = 0.7 cm and Z = Z, 1.67 cm. The cell spacing chosen

takes advantage of the fact that the structures merge and grow downstream, so that fewer cells are

necessary to keep the resolution effectively the same as that near the nozzle.

4. RESULTS AND DISCUSSION

4.1 The Unexcited Jet

The instabilities were triggered at the beginning of the calculation by a small (order 0.1%) tran-

sient pressure pulse at the shear layer, just ahead of the nozzle edge (Grinstein et al., 1985, 1986ab).

This is closely analogous to exciting the jet with a weak, spark-produced N-wave perturbation as

in the experimental studies by Heavens (1980).

Figure 3 shows typical instantaneous contours of static pressure and vorticity, which are cal-

culated using the information given by the primitive flow variables. Local minima of the static

pressure occur where the vorticity rolls up. At those locations, the pressure drops up to 22% below

ambient, in contrast with pressure increases of up to 8% that occurr between the roll-ups and within

• the potential core of the jet. Vortex rings first develop at an essentially fixed distance Z :, 0.4D,

"I where D is the diameter of the jet. The newly formed structures move along the interface, interact

with each other and thereby spread the vorticity until the central, potential core region disappears,

at approximately Z = 5D.
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Figure 4a shows contours of the time-averaged axial velocity U/Uo. The radial variation of

the longitudinal turbulence intensity, (u2)2/Uo, is shown in Figure 4b as a function of (R- R,)/.

Here, 0 = (Ro.1 - RO. 9 ) is the local width of the shear layer, with R_ defined for a given Z as the

radial location at which U = xU0 .Figures 4a and 4b show the approximately linear growth of the

mixing layers in the axial direction. Figure 4c shows the spectra of the axial velocity fluctuations

at R/D = 0.5, centerline of the shear layer, and at Z = 0.4D, the streamwise location where the

first roll-up takes place, as a function of the Strouhal number St0 o. The spectra in Fig. 4c shows

a main peak at Sto = 0.015. This corresponds to the natural instability frequency of the shear

layer.

Figure 5 shows the result of time-averaging the static pressure and the vorticity. The mean

static pressure is generally below ambient in the mixing layers and above ambient in the potential

core of the jet. The mean static pressure varies within 2% of ambient pressure. Local minima of

the static pressure are found at z = 1.7 D, in the neighborhood of the first merging location, and

at z = 3.7 D, in the region where the second merging takes place near the end of the potential

core (see Fig. 3). The mean vorticity is concentrated in the region of vortex shedding from where

it spreads following the approximate linear growth of the shear layer.

V 4.2 The Excited Jet

Excitation is imposed by means of a controlled perturbation introduced at the inflow according

to Eq. 1. Figures 6-8 show the effect of such perturbations on the jet flow. Although the excitation

level in the calculations, a,, was varied in the range 0.01 - 0.1, only the results of low level

(1%) excitation are reported below. Figure 6 shows the longitudinal turbulence intensity at the

centerline of the jet as a function of streamwise distance z/D, for excitation frequencies f, defined

by StD = f, D/UO = 0.35, 0.85, and by Sto (corresponding to StD = 1.05). These frequencies

are associated with characteristic excitation modes of the axisymmetric jet, namely to the jet

preferred mode, the stable jet column pairing mode, and the shear layer instability mode (Zaman

and Hussain, 1980, 1981ab). Figures 7 and 8 show the effect of changing the excitation frequency

on the mean static pressure and streamwise velocity profiles.

Controlled excitation of the jet affects the scale of the structures that roll up in the near field

of the jet. As a consequence, excitation modifies the turbulence intensity level at the shear layers.

For the purpose of our discussion, excitation at StD = 0.35 and at Ste. represent two extremes. For

excitation at StD= 0 .3 5 , roll-up at the preferred jet mode frequency is favored. This is indicated by
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the hump of the longitudinal turbulence intensity between 1- 2D in Fig. 6, by the local minimum

in the contours of mean static pressure in Fig. 7b, and by the widening of the mean velocity profiles

in Fig. 8b, at those same streamwise locations. This is the natural mode of the jet, associated with

the largest characteristic scale present in the flow. As can be seen by comparison of Figs. 8b and

8a, excitation of these large scales causes the shear layers to grow faster so that the potential core

length becomes shorter. The largest decrease in the mean static pressure at the shear layer is 3.3%,

compared to an increase of about 2.4% in the centerliae of the jet. This shows the largest growth

among all of the excited cases considered.

Excitation at Sto eliminates the formation of energetic large scale structures downstream.

These structures tend to form further downstream where the flow becomes independent of the

initial conditions. As a consequence the streamwise extent of the potential core becomes larger,

as can be seen by comparing Figs. 8c and 8a. The resulting turbulence suppression can also be
observed in the longitudinal turbulence intensity curve in Fig. 6. Excitation at StD = 0.85 enhances

the turbulence production almost everywhere, as indicated in Fig. 6, and the length of the potential

core is somewhat shortened. The streamwise stretching of the minimum of the mean static pressure

between 2.5 and 5D in Fig. 8d suggests the streamnwise interval of stable vortex pairing observed

with this type of excitation in the experiments by Zaman and Hussain (1980). As in the unexcited hI

case, the mean static pressure varies within 2% of ambient pressure for the latter two cases.

4.3 The Streamwise Momentum Flux

We need an expression for the mean streamwise momentum flux as a function of streamwise

direction that we can obtain from the primitive variables we calculate. We can obtain this by. 1)

integrating Eq. 3 in the R-direction (with the boundary condition V = 0 for R - oc), and 2) time

averaging the resulting expression. The result of this process is

1 p [U' + (u') + (P)] RdR = constant. (7)

From Eq. 7 it follows that the isobaric jet flow hypothesis implies that the streamwise momen-

tum flux is constant. However, Eq. 7 states that it is consistent with conservation of momentum

to have an increase in the average momentum flux as long as it is balanced by appropriate de-

creases in the mean static pressure. Measurements of such pressure decreases, have been reported

in the literature by Miller and Comings (1957), Bradbury (1965), Sami et al (1967), Sunyach and
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Mathiew (1969), Maestrello and McDaid (1971) and by Hussain and Clark (1976). Variation of the

streamwise momentum in the case of planar jets was first reported by Hussain and Clark (1976).

The authors found that the extent of increase in momentum flux depended on the initial conditions

and they were able to measure consistent decreases in the static pressure. However, due to the

high turbulence levels, they could not determine a total quantitative balance between the changes

because of the large uncertainties in both velocity and pressure measurements.

We define the streamwise components of the total average momentum flux MT(Z), mean

momentum flux M(Z), and the pressure integral P(Z), as follows

MT(Z) = j p(RZ) (U(R, Z)2 + (u(R,Z)2)) RdR, (8)

M(Z) = J p(R,Z)U2 (R,Z)Rdr, (9)

P(Z) = j(P(R,Z))RdR. (10)

Equation 7 can be rewritten in terms of these quantities, using the values at the nozzle exit as

reference,

MT(Z) - MT(Zo) P(Z) - P(Zo)

MT(Zo) + MT(Z)

Figure 9a compares the two terms of Eq. 11 along the first five diameters downstream from

the nozzle in the case of the unexcited jet. The momentum flux increases up to 9% relative to

its value at the nozzle exit and exactly balances the decrease in the pressure integral. Thus the

low pressure regions in the shear layer are directly associated with the increase in momentum

flux. Comparing Figs. 9a and 3, we see that vortex rings roll up at the locations z 1 , z2 , and z 3 ,

and at these locations the static pressure has local minima. The location z4 corrresponds to the

approximate location of the end of the potential core. Three-dimensional effects not considered in

the simulations are important beyond z4 , so that any discussions of structures beyond this point

are questionable physically.

A comparison of the streamwise growth of the total momentum flux and the mean momentum

flux is presented in Fig. 9b. Since the mean momentum flux decreases relative to its value at the
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nozzle exit, the increase in the total momentum flux is here largely due to the longitudinal turbulent

contribution MT(Z) - M(Z).

Figure 10 compares the streamwise moment'mi flux variation along the first five diameters

with typical data reported by Hussain and Clark (1976) for the first five nozzle widths of a planar

jet, and with results calculated by these authors using the data of Crow and Champagne (1971)

for a circular jet. The figure shows a reasonable agreement between the results corresponding to

the higher jet velocities, in spite of the broad differences between the jets involved.

The effect of unsteady initial conditions on the variation of the streamwise momentum flux is

shown in Figure 11. The variations of the streamwise momentum flux are closely related to those

of the mean static pressure and the longitudinal turbulence intensity, and thus they are strongly

dependent on the nature of the excitation. In particular, there is a clear correspondence between

the maxima in streamwise momentum flux and the minima in the profiles of mean static pressure

in Fig. 7. Thus the discussion of Fig. 7 in Sec. 4.2 is also relevant here.

In all of the excited cases there is an increase of MT(Z) for Z between 1 and 2D associated with

the increased turbulence production near the nozzle. The greatest growth corresponds to excitation

at the frequency of the preferred jet mode StD=0.35, as shown in Fig. lib. As the excitation

frequency is increased to StD=0.85 (Fig. lid), the total momentum flux increase becomes less

pronounced between 1 and 2D and enhanced further on downstream, especially in the region of the

local minima in mean static pressure.

As mentioned earlier, an effect of excitation at St 0 is to inhibit the formation of the larger

scales in the near field of the jet. This mainly involves the suppression of the structures that roll up

with the second subharmonic of Steo near the end of the potential core. This suppression is clearly

noted in Fig. 1 1c for Z between 2 and 4D, and tends to fade as we move further downstream,

where the influence of the excitation is progressibly reduced. The lengthening of the potential core

is apparent in this case by noting the slower decrease in the mean momentum flux M(Z).

5. CONCLUSIONS

We have presented results from finite difference numerical simulations of the transitional re-

gion of a subsonic, compressible axisymmetric jet at very high Reynolds number. The following

conclusions may be drawn from the results of this work.

1) The static pressure may vary significantly within a compressible jet relative to that of the

surroundings. It decreases at the shear layers and increases in the potential core. Instantaneous
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pressure drops of the order of 20% were observed at the locations where the vortex rings roll up,

in contrast with pressure increases of order 8% elsewhere in the jet. The mean static pressure

variations ranged between 2% for the unexcited jet to up to 3.3% for the jet excited at the jet

preferred mode frequency StD=0.35.

2) The total momentum flux increases in the transitional region of the jet up to a maximum

value in the range 9 - 11 %, depending on the initial conditions. Following momentum conservation,

the increases are exactly balanced by decreases in mean static pressure and agree very reasonably

with experimental results. The increases in total momentum flux are mainly due to the longitudinal

turbulence intensity.
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Figure 9a - Total longitudinal momentum flux increase vs. static pressure decrease.I
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NUMERICAL INVESTIGATION OF

ITIELICITY IN TURBULENT FLOW

Leonid Shtilman*, Richard B. Pelz*
and Arkady Tsinober'*

*Inst. Appl. Chem. Phys., CNY,
New York, NY 10031

**Dept. Mech. & Aero. Engr., Rutgers
Univ., Piscataway, NJ 0885.1

'"Dept. of Fluid Mech. & Heat Transfer
Tel-Aviv University, Tel-Aviv 69978

Results of direct numerical simulation of decaying,
nearly isotropic turbulence are presented. The angular 1 f V dV,
orientation between vorticity and velocity evolves from v
a state that is initially random to one in which there is
a high probability of vector alignment. Ilelicity evolves are important quantities in the physics of coherent
in a qualitatively different manner than the energy or structures.

enstrophy, reflecting changes of flow topology. From a
random, zero-helicitv field it is seen that viscosity can In this work we present results of direct numeri-
be a source of helicity generation. Probability distribu- cal simulations of decaying turbulence for a variety of
tions of the gradient quantities I( P+u/2) i, nearly isotropic, initial conditions. The goal of our
I I-cJ I and I VxW I show their most probable states simulations was to find some qualitative aspects of heli-

are much lower than their average, city in a decaying isotropic flow .

Aside from its importance for coherent struc-
tures, helicity is a quantity with some interesting pro-

One of the most exciting topics of current perties. Firstly, like energy, it is an invariant of the
research in fluid mechanics is that of coherent struc- Euler equations. Helicity is also a measure of how the
tures in turbulent flows'. They are a spatio-temporal vortex lines in a flow are knotted given some unit vorti-
self-organization, an order or structure that contradicts city. Indeed, Moffatt2 found that the inviscid solution
the long-held belief of the quasi-randomness of tur- of n intwriiked vortex riagb a Ielicity equal to r.
bulence. This result was generalized by Arnold3 . Lastly, helici-

ty, like energy, is not Galelian invariant, and care
A coherent structure can be observed and should be taken in chosing the reference frame4.

tracked in experiment; thus, it exists for a relatively
long time (greater than, say, a turnover time). For a Ilelicity has been investigated by theoretiei:ns s

structure to remain intact, it must be largely impervi- and numericists - . The numerical results are as fol-
* ous to the nonlinear transfer or cascade of energy. If lows. Pelz et atP detected high pointwise alignment of

the interaction term, VXLJ, i4 small in a region, then velocity and vorticity vectors in turbulent channel flow.
the energy transfer there is small. For nonzero velocity Shtilman et aF found the same phenomenon in the tur-
and vorticity, minimization of this term at a point is bulent flow that evolved from the Taylor-Green vortex.
accomplished by the alignment of Lhe vectors. Ilelicity In both cases, it was equally probable to find vectors

4F density, h, defined as h = Tf' , is a measure of this pointing in the opposite direction (anti-parallel) as in
Salignment. This quantity, along with the total helicity, the same direction (parallel). In the numerical experi-

defined as ments of Kerr and Gibson8 a randomly stirred fluid was
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found to have a high probability of parallel alignment. tal data, power spectra and probabilities, are used.

It is believed that the external forcing caused this One sample time was chosen for presentation in this re-

asymmetry. To increase the generality of the previous port. Table 11 contains quantities that were calculated

work 6.7 we present here the results of direct numerical at this time.

simulations of the complex flows in which there are no

mean flow. forcing or special, deter inistic initial con- i m

ditions that could flavor the natural (or favor the lbiun time kpeak kd il'l e

artificial) organizational tendencies of turbulence. 11 0.693 4. 19.2 0.072 0.529 11.6

F 0.760 2. 27.8 -0.116 0.531 72.2

Calculations were performed in a domain period- C 0.495 5. 33.A -0.020 0.337 18.0

ic in all three directions. For an accurate spatial

representation and natural adherence to the boundary Table II. Quantities calculated at sampling times in-

conditions, the dependent variables were expanded in a cluding the wav-numb-r of the maximum en-

trigonometric series and a pseudo-spectral method was ergy kpeak, the Kolmogorov wavenumber kd,
employed. A semi-implicit, time-stepping scheme was the uotal helicity Hel, the skewness S. and the

used, whereby the nonlinear and linear terms were han- Reynolds number based on Taylor microscale

died explicitly and implicitly, respectively'0 . Re,.

Table I contains the information concerning the With an instantaneous, spectral representation

three cases presented here. Incompressible, initial fields of the complete flow field, one can calculate quantities

were constructed by, firstly, computing fields having containing highly accurate spatial derivatives. One such

Gaussian probability in wave-number and then by mul- quantity, the relative helicity, V-/ I ' I , gives the

tiplying these fields by a function of wave-number as to cosine of the angle between velocity and vorticity (the

give the power spectrum the functional form f(k) (see angle is denoted 8).

Table 1). The column labelled Re, contains the initial

Reynolds number based on Taylor microscale, charac- In Figures I and 2 we present the power spectra

teristic velocity and viscosity, of energy and enstrophy at the initial and sampled time

for Run L and Run F respectively. Both runs have ini-

With an incompressible velocity field as the ini- tial power spectra similar to those obtained in experi-

tial condition, the Navier-Stokes equations are integrat- merits and to the standard spectra for nearly all simula-

ed in time. The calculation is stopped periodically, and tions to date. Because the computational domain is

the flow field is saved. This is opposite to the collection finite, one cannot produce a field that is truly homo-

method in experiments where data is saved at a few geneous and isotropic for all modes. Nevertheless, the

points in space but throughout the time of the experi- power spectra for u, v and w shown in Figures I and 2

ment. Some standard analysis techniques of experimen- show the fields are nearly isotropic, deviations occur-

Run f(k) c1 ,c2  kpeak v kd Hel Re,

11 clk 4exp( c2k2 ) 0.012,0.08 5.0 0.017 23.0 0.478 20.7

F clk 6exp(-ck 2 ) 0.314,0.75 2.0 0.010 22.1 -0.075 11.1.4

C clk4exp( ck 2 ) 0.029,0.125 5.0 0.010 35.9 0.0 33.9

Table i. Parameters and calculated quantities for t=0 including the shape function for

the power spectra f(k), the wavenumber of the maximum energy kpeak, the

viscosity v, the Kolmogorov wavenumber k,. the total helicity liel, and thc

Reynoldq number based on Taylor microscale Rer
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101 - 011. i ring in the low wave-number range. Th'le skewness, a
U 0.0 nmsure of energy transfer, compares well with experi-

- X 0.0 nients of isotropic turbulence (see Table 11). In Figures
- U 0,693 3 and 4 the lion-liormalim-d. probl~aility distribution

10- V 0693 functions (PDD) or relative helicity for initial and sam-

cosO on th xslabels. Initially, the histograms are not
103 svnmmetric with respect to a vertical line at cosO=0

(the histogram of the Taylor-(,reent vortex hasti

symmetry7 ). As the lhow evolves, peaks or -horns- at

cosO = ±1 develop. At the sample time the histograms
10 1,

shown in figures 3 and 4 are statistically steady. Thus,

the velocity and vorticity fields which were randomly

oriented initially evolve to a state in which there is a

t1 a . .. ,igher probability for the vectors to be aligned at each
100 10, 102 point. Their orientation with respect to a coordinate

K< axis is still random, however.

Figure 1. Run L: Six power spectra, the components

u(k )2, v(k )2 and w(k )2 a't t =t.)and t =.693, The evolution of peaks in t inhu lew I lowks seems

are presented. The three spectra for each to lie inidependent of geoinet rY and initial coindit ions,
ti ne. neErly coinie. sinjce this sanme p he nomienon was, f in d in the c han nel

and the Taylor-Green vortex problem.

_______(.~nnp. tilliC

10' - U 0.0
-o V 0.0 1600

-- W 0.0
- N- - U 0.76()

XV 0.760
10' W 0.760 1500

1400 '[

E 100

100 10 1 102 -1.0 -0.6 -(1.2 0.2 0. 6 1.0
K cos 0

Figure 2. Rujn F: Six power spectra,tne components Figure 31. Rim L: 1'he probability density lP(cosO) for
11(k) 2, V(,-)2 and w(k )2 at t=0.0 and t=0.760, the distribution of the angie 0 between veloci-

*are presenrted. The three spectra for each ty and vorticity (relative helicity) for 1=0.0
time nearly coincide. (solid line) andi for t=0.693 (dashed line).
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-1.0 -0.6 -0.2 0.2 0.6 1.0 0.0 0.2 0.4 0.8 1.0 1.2 1.4

cos 0 Time

Figure 4. Run F: The probability density P(cos0) for Figure 5. Run L: The time history of energy (solid),
the distribution of the angle 0 between veloci- enstrophy (long dash) and helicity (short
ty and vorticity (relative helicit~y) for t=0.0 daush) normalized1 by tHeir iniit ial valuevs.
(solid line) and for t=0.760 (dashed line).

Figure 5 presents the time history of the energy,
enstrophL and helicity normalzed by their initial 16000
values. The decreasing value of the helicity with time is
linked not only to the decrease of energy and enstro-
phy, but to a process of symmetrization of the helicity. 12000

Indeed, the plot shows that the helicity decreases faster
than either of the other quantities, which indicates that

there is a balancing of positive and negative values of

helicity within the domain. When the histograms in 8000
Figures 3 and I are compared with those of the CL

Taylor-Green vortex (see ref. 7), the peak-to-valley ra-
tio is considerably higher in the latter case. The severi- 4000
ty of the ratio is believed to be a function of Reynolds

number, which is considerably higher in the Taylor-
Green case. ,

-1.0 -0.6 -0.2 0.2 0.6 1.0
An example of the effect of Reynolds number on cos 9

4 the relative helicity, we present a result from a Taylor-

Green simulation. In Figure 6 the PDD for R = 100
and t = 9.6 is shown. The peaks at +I are developed Flure 6. Taylor-Green vortex problem: The probabili-
but thin, and memory of the ;nitial conditions (zero re- ty density P(cosO) for the distribution of the
lative helicity) still remains. The peak at zero does not angle 0 between velocity and vorticity (rela-

* disappear for this Reynolds number: however, for a tive helicity) for t=.6 and R=100.
simulation where R = 1.500, the peak at cosO 0 is
gone after t = I (see Shtilman et af).
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Run F has an initial condition tl t is far away erated through the use of a Clebsch representation of

from the similarity solution of decaying turbulence. Be- the velocity"1 . One can choose an initial flow field in

cause the low wavenumbers contain a large amount of the form

energy initially, a long transient period occurs in which

energy is transferred towards the higher wavenumbers. ( = , 1', .e,'1 (2)

Figure 7 shows the time history of the energy. enstro-

phy and helicity normalized as in Figure 5. The rise in where X and it are random functions and V, enforces in-

enstrophy is an indication of the saturation of the high compressibility. Zero helicity, a necessary but not a

wave-numbers modes. The energy is a monotonically sufficient condition of the Clebsch variable representa-

decreasing function reflecting the loss of energy in the tion of the velocity field (Frenkel, Cassidy 2 ), can be

large scales. The helicity follows neither of these demonstrated by substituting expression (2) into equa-

curves closely. After an initial period of little change, tion (1). The spectra of X, p and initial energy are

the helicity increases. It turns sharply downwards, pos- presented in Figure 8.

sible due to the symmetrization of local values of helici-

ty. At t=1.7 the helicity again starts to increase. This One can derive the equations of motion for the

is quite surprising since both energy and enstrophy are variables X and it from the Navier-Stokes equations (see

decreasing by that time. Grossmann'
3). It should be mentioned that not all flow

fields with zero helicity can be represented in the

To determine whether tile initial helieity distri- Clebsch form (e.g., the Taylor-Green vortex). Solutions

butions play a role in the evolution of the helicity, an of the inviscid equations will be solutions of the Euler

initial condition was generated with the constraint that equations since the helicity is a constant of motion for

the helicity is zero. The subsequent evolution of this Euler solutions. Even if an initial field does have a

field was called Run C. The initial condition was gen- Clebsch representation, its time evolution (using the

3.2 10'

2.8

2.4 / 10o

/

2.0 /
/ E 10

1.6 / / " .

1.2 // "

0.8

0.4 . to 7 .

0.0 0.4 0.8 1.2 1.6 2.0 10 0 1t  102

Time K

* ~Figure 8. Run C: Spectra of X (solid), JA (long dash)

Figure 7. Run F: The time history of energy (solid), and energy at t=o (sholrt dash).

enstrophy (long dash) and helicity (short

4 .dash) normalized by their initial values.
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viscous equations) will not. in general, be equivalent to The phenomenon of genera,i,, and fluctuation

. the evolution based on the Navier-Stokes equations 12 .  of helicity can be explained by examining the equation

Indeed, Figure 9 shows the time history of the normal- of motion for helicity.

ized energy and enstrophy (a) and helicity (b) for Run

C. While the curves of energy and enstrophy follow an d f -T' dV = f[Z(-P+u'/2) + v(iUXvX0)j'ds

expected course, the helicity fluctuations oscillate (it v

through zero. Thus, there is spontaneous generation

and fluctuation of helicity in unforced turbulent flows. 2vf 5JvX0 dV (3)

The Clebsch equations are unable to predict this. v

The last term is viscosity dependent hut not positive
1.3 definite. Viscosity can act as a source as well as a sink

aof helicity. Recall, viscosity only acts as a sink for en-

ergy. Initially the PDD of relative helicity for Run C1.1 /' \
showed that the velocity and vorticity vectors are

orthogonal was highly probable. The final PDD, howev-

0.9 er, has a shape much like the final PDDs of Run L and

F.

I \

0.71 In references 6 7 it is reported that conditional

sampling of the PDD of helicity showed that the aling-

0.5. ment of the velocity and vorticity is much more pro-
0.5 .found in the regions of small dissipation. However, the

analysis of the conditional sampling in the regions of

0.31 . . . .. large dissipation is difficult. In ref.8  the shape of the

0.0 0.2 0.4 0.6 0.8 PDI) of helicity density was found to be the same in

Time the whole volume and in the volume with large dissipa-

tion. One of the reasons for this might be the fact that

4000 b in turbulent field only small fraction of volume has
large dissipation. It is important to investigate this

2000 question in more detail.

0 Figure 10 shows a plot of the PDD of the non-

-2000 linear potential term I (-P+u2 /2) j , the helicity den-

H sity IV' I and interaction term IVXO I for Run L.

4000 It is clear that the most probable value of all quantities

is very small when compared to their maximum and

-6000 average values. Similar results have been found in Ia-

boratory experiments 14. Figure 10 shows that the most

-8000 probable value of I V'J is much less than the value of

• ']VXW I • This means that for small values of
-10000 iV . vorticity and velocity have a tendency to

0.0 0.2 0.4 0.6 0.8 align, while for larger values, they have more of a ten-
'Time dency to he perpendicular. It also can be seen in Figure

Figure 9. Run C: (a) The time history or energy (solid) 10 that the peak of the PDD for 17(-P+u2 /2) 1 is lo-

and enstrophy (dash) normalized by their in!-

tial values. (b) The time history of helicity. Levich has given an explanation of this result from an
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SPECTRAL PROPERTIES OF EXACT RANOOM SOLUTIONS TO
BURGERS' EQUATION FOR MODIFIED ThIOMAS INITIAL CONDITIONS

Steven Keleti and X B Reed, Jr.
Chemical Engineering Department,

University of 4issouri-Rolla, Rolla, M10 65401 USA

Abstract of the Wiener-Hermite expansion, Meecham, with a

number of collaborators, has obtained significant

Random sawtooth Thomas initial :,AIlditions can results on Burgers' equation per se (e.g., 29,
be specified on a fixed spatial mesh [50, 44] or 30]. In particular, he and several co-workers 116,
on a random one, termed modified Thomas initial 17 were the first to obtain an exact, (almost?
conditions. Beyond the white-noise band common to statistically homogeneous, solution to Burgers
both at small k, modified Thomas has E(k,O)-k-

3
, equation on an infinite domain for nonzero random

whereas Thomas has pronounced ringing. For modi- piecewise constant initial conditions on a large
fied Thomas, there is (i) a narrow band (small k) but finite domain (evaluated at Reo = 200). Shih
white-noise spectrum E(k,t) = E0 like that for and Reed 1441 observed that the Laplace solution
Thomas [18, 201, (ii) a k

-2 
subrange of increasing to the heat conduction equation could also be used

bandwidth with increasing Re0, and (iii) an expo- -- certainly with more calculational difficulty --
nential viscous cutoff at high wave numbers which to obtain a solution to Burgers' equation (also
decays more rapidly with decreasing Re0. The small evaluated at Re0 = 200) on an infinite domain for
time spectral transfer, T(k,t), for modified Thomas nonzero random piecewise linear continuous initial
does not have a spike at k = 2w/<d,>, whereas it conditions. These physically more realistic ini-
does for Thomas at k = 21r/d 1181. The evolution tial conditions were also used in the study of ex-
of E(k,t), D(k,t), and T(k,t) for modified Thomas act solutions to Burgers' equation on a finite
are otherwise similar in form to that for Thomas domain with vanishing [43] and with spatially pe-
for [201 t>l. riodic 1451 boundary conditions at Reo = 200.

The above investigations provided detailed be-

1. Introduction havior of all but the fine scale structure for
<u(x,t)u(x+rt)> and its Fourier transform E(k,t),

Theoretical turbulence may be described as with < > denoting ensemble averaging. In [44, 45,
standing in need of the next generation of super- 431, histograms and the first nine (single-point)
computers or as suffering from the lack of random moments were obtained with <u

2
(x,t)u(x+r,t)> also

solutions to the Navier-Stokes equations. Burgers' being computed in [45j. The ensembles in [44, 45,
equation, a one-dimensional analog which is often 43] were large by the standards of Jeng, et al.
used to test numerical methods and theoretical [171, consisting of 12 realizations on the IBM
closures, can be solved exactly in terms of stand- equipment, but being small by the standards neces-
ard functions of mathematical physics by means of sary to accurately compute estimators of two-point
the Cole-Hopf [9, 151 transformation, provided: statistical properties. Moreover, the spatial mesh

on which the exact solutions were numerically
(1) The initial conditions for Burgers' equation evaluated [44, 45, 43] were inadequate to obtain

map under the inverse Cole-Hopf transformation spatial correlations for extremely small sepa-
into mathematically tractable initial condi- rations and equivalently high wave-number spectral
tions for the heat conduction equation (i.e., results.
so that more than a purely formal solution is
obtained). For large ensembles (50, occasionally even 100

(ii) The boundary conditions for Burgers' equation members), Keleti and Reed 118] obtained preliminary
are either to be imposed as, say, energy, dissipation, and transfer spectra at Reo =
asymptotically vanishing or constant on infi- 400 and 1000 on an FI'S-164. These and subsequent
nite domains 131 or have counterparts which results also extended well into the high
make for tractable boundary value problems for wave-number range through the use of a rapid, ac-
the heat conduction equation (e.g., (40, curate algorithm for the evaluation of exact sol-
381). utions to Burgers' equation on a very fine spatial

mesh [18, 20, 19]. The initial conditions were
Burgers devoted most of his life to the analysis those first employed by Thomas [50] and subse-

of the equation, au/at+uau/ax = va
2
u/ax

2
, quently used by Shih and Reed [44, 45, 43]: values

which bears his naahe (see espe- of velocity (u.] selected at random from a uniform
cially [5-81), including its statistical proper- -1,1) distribution on a fixed spatial mesh
ties. Many closures have been tried on Burgers' tx,-xn-_) d (d = 1) were connected linearly. The
equation prior to the use of their random piecewise linear continuous initial condi-
three-dimensional generalizations ([25, 39, 58], tions generated in this way are called Thomas ini-
to name but a few). In his continuing development tial conditions.
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Piecewise linear continuous random initial con- 2. Initial Conditions, Velocity Fields, and
ditions for Burgers' equation have several advan- Some Single-point Statistical Properties
tages, among which are features analogous to
velocity records for homogeneous turbulent velocity The initial conditions are specified by the
fluctuations 1441. Thomas [501 initial conditions random location of txn} at which the random veloc-
have a distribution of velocity scales but only a ity [u.} is specified. The {Un) are selected from
single length scale. This manifests itself in se- a uniform distribution on (-1,1). The {x,, are

veral ways, for instance in a spectral peak at k = selected from a uniform distribution on (0,2). In
2v for small times 120]. The question that there- both cases, basically, the IMSL (pseudo)random
fore arises is whether or not the statistical number generator algorithm was used 123, 271, ex-
properties of velocity fields evolving from Thomas cept that intermediate (pseudo)random numbers k'

initial conditions are representative of a larger were used a beeds to generate the actual random
class of exact random solutions to Burgers' numbers k instead of the recommended seeds, k-j:
equation, this being a basic tenet of homogeneous M IOD(16807.0 k_!,2

32
-1),

turbulence (e.g., 11) and more generally of sta-
tistical mechanics [52]. (For a brief discussion = 'OD(16807.0 ,',2

32
-1).

and a demonstration of a stronger result for a

specific pair of classes of initial conditions, see Normalization to (0,1) was by division by 232 and
[37]). An obvious way to test the hypothesis is the first seed was Jo = 123457. The u. on (-1,1)
to consider initial conditions with a distribution were then obtained as un = (2 n/232l). Similarly,
of length scales, as well as a distribution of ve- dn = x,-x,_, on (0,2) was obtained as d. =
locity scales. The simplest version of these ini- 2fn/232. There are pitfalls in the generation of
tial conditions, which we have termed modified (pseudo)random numbers [23] , but the above use of
Thomas initial conditions, may be generated by se- a random seed has been investieatpd by, for in-
lecting the (d.) = (x.-x,._1  from a uniform (0,2) stance, MacElroy and Suh [271 and shown to avoid
distribution, as well as selecting the fu ) from a most difficulties. The number of (pseudo)random
uniform (-1,1) distribution, with the two random numbers td,,) and (u.) was significantly less than
variates being statistically independent and the cycling that can arise, assuring negligible
therefore uncorrelated. correlation between the (pseudo)random numbers [23,

1.0 271.
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-15 -t 1 1

(b)

I, / , I,,. If ,, / 4~
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Figure I. Comialr ison, of ve I o, 1 L pi oI i I vs f,(it) For rhlsi. initial cnitions.
short time: = 0,1,3,5. b) or modified Thomas intl onditions
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The modified Thomas initial conditions are se- 06
lected with the uniformily (0,2) distributed (dpj
being renormalized such that over each ensemble -0
member <d,> = d = 1. Each member is selected on a
periodic domain of length 2L = 200d, the domain Il I"
size selected for the Thomas initial conditions
(44, 45, 18, 201 . Using a solution over a periodic -0,9 .,,,,,, ,

domain allows an investigation of the spectral N. OX

properties of Burgers' equation without addressing -10
issues concerning the use of the Fourier transform ( O")

over a finite domain. -0.1 0)

1-t-2/3
The differences between the velocity profiles

for Thomas and modified Thomas initial conditions
are shown in Figure 1 for short times. The values -.3
of the (up) are identical in Figures 1(a) and l(b),
being selected at random from a uniform (-1,1)4
distribution, as explained above. The fixed spa-
tial mesh (x.-xn.,) = d = I for t = 0 is apparent "__ _

in Figure l(a) as is the random spatial mesh L-1---T--- T I

(x.-xn._) = (dpJ, <dp> = 1 in Figure 1(b) with 1 10
1x.-x_._J selected as explained above. Both Figures
1(a) and l(b) show the temporal evolution of ve- Figure 2. Comparison of energydecay curves:

locity profiles at Reo = <d.>uo/v=400 with u0 = (a) For Thomas initial conditions

suplu"I = 1. The effect of the distribution of (b) For modified Thomas initial conditions

spatial scales on the velocity field and thence on
the spectral properties for modified Thomas initial There is no appreciable effect of Reynolds'
conditions were the object of the present study. number on the energy decay rate because Reo is

sufficiently high Ill. Both initial conditions
The modified Thomas initial conditions have the have an energ decay rate which asymptotically ap-

same initial turbulence energy as do the Thomas proaches t-2 , consistent with the original theory
ones, a consequence of the tu,} being selected from of Burgers (71 and with other later r.3search (e.g.,
the same distribution and independently of the [31, 47, 211).
(do) (see Appendix A). The distribution of that
energy is quite different, however, and one would Other basic single-point statistical properties
therefore expect an effect of the initial condi- are tabulated in Table 1 for comparison with those
tions on the turbulence energy decay. Such is the for Thomas initial conditions [20). The rms ye-
case. locity u'(t) decays monotonically, and the effect

of Re0 is in the third or fourth decimal place.
Three inviscid ingredients provide a basis for The variance of u., in contrast, depends markedly

the explanation (see, e.g., 1531): on Reo, increasing initially and then decreasing,
(i) corners up move at a constant speed until they with <u. 2>.ax being much higher for Reo = 1000 than

form or are swept up by a shock, for 400. The Taylor microscale X(t) may be deter-
(ii) segments with negative slopes form shocks, mined from energy decay rates. The values in Table

and I were obtained from
(iii) lun(t)l decays for shocks.- <u2 > fO" E(k,t)dk

The distribution of initial length scales of X2 (t) = -
=

modified Thomas conditions insures that more shocks <ux2> fo k2E(k,t)dk
will form much sooner than for Thomas initial con- estimated by
ditions. Once a shock is formed, its energy de-
cays, and thus the energy of modified Thomas N-I N-I
initial conditions initially decays faster than 7 E(k=2wf/NAx,t) / I k2E(k=27f/NAx,t).
that of Thomas initial conditions. by t - 1, in f=0 f=0
contrast, most negative slopes for Thomas initial
conditions have become shocks and an accelerated With X initially decreasing and then increasing,

energy decay is observed, relative to modified consonant with the behavior of <ux2>, ReA decreases

Thomas initial conditions. The last shock can form sharply at first -- the decrease being the more

much later for modified Thomas initial conditions, precipitous, the higher the Re0 -- and then gradu-

thus delaying the approach of modified Thomas ini- ally increases. An increase in Reo by a factor of

tial conditions to the asymptotic decay rate which 2.5 produces an asymptotic increase in Rex by a

it has in common with Thomas initial conditions, factor of 1.6. Burgers (eq. (94) of [71) derived

Table 1: Modified Thomas Statistics

t u' <u2 >1/2  <ux2> X = (<u2>/<ux2>)11
2  Rex = u'X/v

Re0=400 Reo0lO00 Re0=400 Reo=1000 Re0=400 Re0=1000 Reo400 Re0=1000

0 0.46904 0.46904 2.36421 2.36421 0.30505 0.30505 57.23219 143.08047
1 0.45020 0.45180 5.69081 14.14681 0.18872 0.12012 33.98509 54.27158
3 0.38009 0.38129 4.46540 11.25774 0.17987 0.11364 27.34645 43.32853
5 0.33293 0.33382 2.52408 6.37163 0.20956 0.13225 27.90740 44.14654

10 0.27110 0.27166 0.92464 2.32827 0.28193 0.17804 30.57163 48.36505
15 0.23861 0.23903 0.47594 1.19714 0.34586 0.21846 33.00973 52.21941
20 0.21774 0.21810 0.30608 0.76941 0.39357 0.24864 34.27918 54.22796
25 0.20244 0.20274 0.21366 0.53736 0.43796 0.27658 35.46457 56.07402
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Computations were implemented on the FPS-164 using1' = 3vL, FFT techniques 1281 such as have been used in Lur-

which together with the <U
2> 

asyMpLote Of t
-2 / 3  

bulence by Van Atta and Chen 155). Energy spectra
whiveh t was owere computed from
gives

Rex = <U2:.1/2X/V -- 312 t I/ 6/ V I/2 E(k= 2 I-f/NAx,t) = it (k,t) 1(k,t)/NAx,

from which follows which is the iFouricr transform of the

Rex(Re O00 )  1000autocorrelation function
Re=(Re0 O) =1.6. N-I

ReA(Re0400) 40 Q(r=nAx.t) 
= 

- Y E(k=2?if/NAx,t)exp( i2,rfn/N]
NAx f=0

Although the evolution of Rex is available in the n = (0, 1..... N-1)
literature, for instance, from modified 0-4th = <u(xt)u(x+r,t)>.
cumulant expansions [331 (t'

0
' - 0.13) and from

the finite difference computations of Mizushima and The dissipation spectrum D(k,t) can be computed
Saito 1321 (to'''6), the results presented here by first computing u (x,t) and then employing the
(to'60) are the first computations accurate enough Fourier transform (in this case, FFT) or by recog-
to confirm the Rex - t'l//v

1 l
' asymptote for nizing that D(k,t) = k2E(k,t). The latter is ob-

Burgers' equation. Burgers (eq. (92b) of [71) also nizugta Dimp t) a comput T he ler isiob-
found <U-

2> 
- t5

/ 3
. These asymptotes may be com- viously simpler and computationally less intensive.

found That it is also more accurate at a given spatial

points and presented in Table 2. Typical vlues mesh may be seen by recognizing that a spatial mesh

of Rex for wind tunnel and locally isotropic tur- just fine enough to replicate the steep velocity

bulence for comparison with values in Table ) are profile through a shock is insufficiently fine to

50 by Van Atta and Chen 1361, 70 by Uberoi 1541, provide a good representation of the velocity gra-

and 500 by Kistler and Vrebalovich 1221, compared dient itself. A demonstration of this may be seen

to about 2000 by Grant, Stewart, and Moilliet in Keleti and Reed 1191.
fill. The spectral transfer

The above statistical measures may be compared i - *
with those for Thomas initial conditions [201 as T(k,t) u (kt)u(k])1/NAx

follows (see also Figure 2). The variance u,
2
>

for Thomas initial conditions 1201 is initially is the Fourier transform of

much smaller but grows to a much higher maximum and
then decays to lower values than do those for the -A ol<u(x,t)u(x+rt)> - <u

2
(xt)u(x+r,t)>J/or.

modified Thomas. The initial decay of X(t) to a
minimum is more rapid for the Thomas, but then its The cumulative transfer spectra

gradual growth recovers to that for the modified
Thomas. Consequently, Rex for Thomas initial coil- S(k=2Tf°/NAxt) = fkT(k',t)dk'

ditions begins roughly a factor of 2 higher but 0

ends (at t = 25) slightly lower than Rex for modi- fo

fied Thomas. =I T(k=2irf/NAxt)
f0= fo < JN (k , n/Ax)

Table 2: Asymptotic statistics These terms appear in the spectral form of the von
Kgrm~n-Howarth equation for Burgers' equation,

<2> 031870t0.6 1 0 = dE(k,t)/dt = T(k,t) - 2vk
2
E(k,t).<U

>  0.3187 t- 
'"

*G  0.3211 t-
°
'''

0°

<U,
2
> 36.1446 t-'-

" s
* 91.3089 t

-
'

s 9
"

X 0.09391t0 '" 0.05929t
0-791 4. Energy Spectra

Re X  21.2070 t ' ''' 33.5120 t' " '
-"The energy spvt rim of Burgers' equatlion for

modified Thomas iniitial conditions is characterized

3. Computational Methods by:

(i) a low wave-number white-noise energy-

Here and in [20] u(x,t) has been computed with containing subrange, 0 < k < k-2 (Figure 3),
high accuracy (greater than I0 decimal places) on
a fine spatial mesh (200/2"') for a quite large (i") a k

-2 
subrange, k-2 < k < kexp

ensemble (50 members, which gave results that were (Figure 3), and
imperceptibly distinct from preliminary studies
with 100 members), allowing spectral resolution far (iii) an exponential viscous cutoff,
into the viscous cutoff. kexp < k (Figure 4).

The consistent discrete Fourier transform pair The small white-noise domain is characteristic
0 which was used in the present computations was of energy spectra evolving from both Thomas 118,

201 and modified Thomas initial conditions; al-
N-I though the modified Thomas has more total energy,

u(k=2wf/NAx,t) = Ax I u(x=nAx,t)exp[-i2nfn/N the spectra here and in Keleti and Reed 1201 have
n=O f = 10, 1 N-Il the same low wave-numher level . The location of

the transition wave number k_2 at which the white
noise gives way to the k

2 
subrange decreases with

I N-I increasing time at a given Re0 = 400, 1000 a
u(x=nAx,t) = - u (k=21rf/NAx,t)expj 2ifn/NI qualitative observation which is quantified in

NAx f=O n = (0, 1 .... ,.N-I. Figures 3(a) and 3(b). n
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Burgers was the first to u0 't ;ill th, k ? spect ruin Couvoltilion produces broadening ard smoothing
(eq. k85b), [71). The k - subrauge is usually effects (pp 143-149 of 141). The energy spectrum
discussed ny comparing and contrasting it with the of a function with jumps hasi nn asymptote of k-'
kI  subrange for three-dimensional isotropic ias does the Thomas initial condition Elk,O))
turbulence [24, 1, 14, 34, 491. We elect instead whereas one with corners has an asymptote of k - 1
to discuss it in straightforward ternhs of proper- (which is the asymptote to which the energy spectra
ties of Fourier transforms. E(k,t) quickly evolve in the absence of viscosity).

Functions with discontinuities intermedite in se-
The Fourier transform of Burgers' ,luat ion is verity between jumps and corners may have interme-

+ . M d, (iae asymptotes. Modified Thomas initial
d(k,t)/dt+ik[ u (m,t1(k-m,t)dm /4a conditions have corners, but with [do) selected on

-vk-u(k.t) (0,2), jumps are not excluded (as they are for

Thomas initial conditions), and there is a k - 3

with u(k.t) the Fourier transform of u(x,). The asymptote.
asymptotic behavior of u(kt) may be seen by con-
sidering the limits k 1 0 and k in this Moreover, if the mrth derivative of a function
equation. becomes impulsive, then for large k its transform

behaves as JkJ -0 and its energy spectrum as
The former yields Ikl-

2
"
. 

As solutions to Burgers' equation for v >
lim (k,t)/dt = 0 0, t > 0 are everywhere smooth (all derivatives
k-d exist), their energy spectra must fall off faster

than an" polynomial at large k. This the above

under the mild restriction that the ehilgy desity exponent-.l viscous cutoff does.

of the field be bounded, i.e., The k
- 2 

subrange passes smoothly into the expo-
/I) .nential viscous cutoff at a transition wave number

L.1m (kexp, which decreases with time. The bandwidth of
- the k-

2 
subrange remains virtually constant (Figure

3), with the migration of the center frequency to

Although this implies nothinug ablout th, WaV-nutmber the lower wave numbers thus accounting for the en-
dependence of E(k,t) = u (k,t)U(kt) for small k, ergy decay.
it does indicate that the large sca le structures
are slowly varying and that the mean velocity is Al exponential viscous cutoff for
t ic in '.'ar Ln1t, i.e., (0,t) = <u>. three-dimensional isotropic turbulence has been

proposed by Dugstead (p. 239 of (14] and derived
The latter yields a one-dimensional version of by Tatsumi and Kida 1471 for the modified 0-4th

the weak turbulence limit, cumulant expansion. Both Corrsin [101 and Pao [35]
have obtained exponential functions for high wave

lim -(k,t) = (k,0)exp(vk~t), numbers with, however, powers of k in the exponen-
k _ tial; Tatsumi, Kids, and Mizushima [48] obtained

exp(-Ok
1
'") by multiple-scale cumulant expansion.

provided the inertial term (the convolution term The so-called Gaussian falloff has also been de-
with prefactor k) grows less rapidly than the dis- rived by Saffman 142], and is widely used in
sipation term (the energy term with prefactor k

2
). studies of Burgers' equation (e.g., [30, 33, 59]).

This is a variant of plausible arguments sometimes
invoked for spectral behavior at high wave numbers The exponential viscous cutoff for Burgers'

[1, 34, 491. Unfortunately for such arguments, equation dates from one of his early analyses (eq.
there is the further implication that (85a) [7]) in the form A/sinh

2
fk; Benton 121,

Saffman 1411, and Iizushima [31 subquently ob-
lia E(k,t) = F(k,0)vxp(-2vk't , rained the same form. Tokunaga's 1511 two-equation
k.. one-dimensionnal compressible turbulence investi-

gation led to anl exponential viscous cutoff, as

in clear disagreement with the results in Figure have several closure hypotheses (e.g., 133]). Love
4. The exponential viscous cutoff makes clear that [26] , in the context of subgridscale modelling of
convolution terms cannot be ignored in the high Burgers' equation, shows without comment a log-semi
wave-number limit and must be handled with care in plot with a high wave-number band which is nearly
the theoretical estimation of spectral behavior, linear. Other than Love, there have been no com-
Consequently, equations which have solutions which putations into the high wave-number domain until
behave like solutions to Burgers' equation -- Keleti and Reed's [18, 201 studies of the Thomas
equations which are unforced or are weakly forced initial condition, although a belief in the expo-
on scales larger than typical intershock distances nential cutoff was widespread. The situation may
(macroscales) -- lead to fallacious high be likened to that for the Navier-Stokes equations,
wave-number spectra if the convolution term is except that the requisite delicate measurement with
neglected on the basis of physical arguments, di- sufficiently high spatial and temporal resolution
mensional analysis, and ordering arguments predi- of fluctuating velocity fields at sufficiently high
cated only upon local scales. Re, had been lacking. Indeed, until 1962, the

k
-
"
/ 

spectrum had not been comfortably confirmed
* Finally, the mathematical form of the high [11]. The difficulty cannot be overcome through

wave-number energy spectra evolving from Thomas direct numerical simulation of the Navier-Stokes
118, 201 and from modified Thomas (see especially equations because of the hardware requirements of
Figure 4) statistical initial conditions agrees high Re) computations.
with that for a single BurgersI 'eddy" 12, 42);
Mizushima 131] also obtained an exponential viscous
cutoff as a consequence of similarity anid iivari-
ance of the large scale motions.

I8-6

011



of T(k,t) do not show any power law subranges but
5. Dissipation Spectra do reflect the more extensive viscous cutoff at

Reo 
= 

400 and the more extensive inviscid subrange

With D(kt) given by k
2
E(kt) and with E(kt) at Reo 

= 1000. The log-semi plots (Figure 8), in

already described, little needs to be said about contrast, suggest exponential cutoffs for T(k.t),
the dissipation spectrum. It is characterized by just as E(k,t) has an exponential viscous cutoff.

However, the log-semi plots of dissipation spectra
(i) a quadratic low wave-number domain (Figure 6) also give the appearance of being expo-

(Figure 5), nential but are known to be of the form kPE(k) -

(H) a white-noise subrange (Figure ), and kexp(-Ok). Upon closer scrutiny, several of the
T(k,t) lines (Figure 8) may be seen to have a slight
curvature, comparable to that of the D(k,t) plots

(iii) a viscous cutoff of kOexp(-ak) (Figure 6). (Figure 6). Consequently, one infers that T(k,t)

~ P.(k)exp(-Ok) for high wave numbers, with P.(k)
Dissipation spectra for Burgers equation have a polynomial in k. For a single "eddy", the
customarily been discussed in terms of a uniform asymptotic curve according to Benton [21 would have
distribution of dissipation described in (ii). the form (k

2
-k)exp(-Ok).

Equipartion of dissipation obviously requires two
caveats, viz., (i) and (iii), with (I) conceivably The cumulative spectra are shown in Figures 9

restricted to Thomas and modified Thomas initial and 10, with similar comments holding.
conditions.

Log-semi plots of both T(kt) and S(kt) are
The dissipation spectrum D(k,t) is of special displayed in Figures 11 (Reo = 400) and 12 (Reo =

interest in the high wave-number range, for which 1000), for short times in Ila and 12a and longer

computations for small ensembles and relatively times in llb and 12b. The forms, except for the

coarse meshes 116, 17, 44, 45, 431 were admittedly "noisy" nature of T(k,t), are quite like those for

lacking until recently f18, "0]. three-dimensional transfer spectra [36, 54, 56, 13,

481 The most spectacular observation has little
physics but reflects the well known smoothing role

6. Spectral Transfer and played by integration. More stringent windowing

Cumulative Spectral Trausfer -- or freitch curve smoothing -- wouh yield T(k,t)

vs. k resembling even more the published less noisy
Spectral transter along the energy spectrum is three-dimensional results. The only window we have

at the heart of an understanding of the mechanics used for T(kt) is that used throughout, as in

of homogeneous turbulence 112, 1, 14, 34). 1201, which does not affect the visual character
Two-point closures which focus on the structure of of the curves.
homogeneous turbulence require not only empirical
results for the energy spectrum, they require them For the modified Thomas initial conditions, the
also for the transfer spectrum. The temporal evo- spectrum of initial eddy sizes assures that for

lution of the two-point spatial correlation of small k, its spectral transfer is greater than that
third order, <u2(x,t)u(x+r,t)> has been computed for Thomas initial conditions (due to the greater

using the Lagrangian history direct interaction energy distributed in the larger "eddies"). This

approximation of Kraichnan 1251 by Walton 1571 and "signature" of the modified Thomas initial condi-

has been computed from exact solutions [451 on tions persists through all of the times for which

what, by comparison to the present spatial mesh, the spectra were evaluated. The other feature
may be described as coarse; and as there was an distinguishing T(k,t) for modified Thomas from
ensemble of only 12 realizations, no attempt was Thomas initial ;onditions is the lack of spikes for

then made to compute transfer spectra. Subse- small times.
quently, T(k,t) were computed for single-point

Gaussian initial conditions 1461 , but those results
were not adequate for the present purposes because 7. Discussion

they were also for a small ensemble (12 realiza-
tions), as well as being limited in k-space and in The modified Thomas Initial conditions intro-

accuracy. duced here provide for a distribution of initial
spatial scales, whereas a period of evolution is

The spectral transfer function T(k,t) is shown necessary for Thomas initial conditions to evolve

in Figures 7 and 8. The former emphasizes how into a state having a distribution of spatial

_ T(k,t) evolves in the k-
2 

energy subrange, whereas scales. This has consequences for the energy decay
the latter emphasizes spectral transfer in the rate (Figure 2), for the evolution of the Taylor

viscous cutoff range. The effect of Re0 is to ex- microscale X(t) (Table 1), and for the correspond-

tend the far wave-number range into which energy ing turbulence Reynolds' number ReA(t) = u'X/v

is transferred from the low wave modes. The higher
the value of Reo, the less T(k,t) extends into the (Table 1).

viscous cutoff range and the more T(k,t) is domi-

nated by inviscid mechanics typified by E(k) - k-
2  

The implications of the distribution of initial

(cf. Figures 7(b) and 7(a)). The more rapid spatial scales -- which may be likened to initial

falloff of T(k,t) with increasing viscosity in the eddy sizes -- on the initial turbulence energy

viscous cutoff range is clear by comparing Figures spectrum are profound. For all but short times,

8(a) and 8(b). Initial spectral transfer functions nevertheless, the energy spectra for the two

T(k,O) are quite noisy, but their general location classes of initial conditions are qualitatively

(Fig,,ree 7, 8) provides a ready reference for com- quite similar. This suggests that they qre

paring T(k) at different Re0 , as well as different two-point statistical properties which, when ap-

t, much as E(k,0) does for E(k,t;Reo). Because propriately normalized, are characteristic of ran-

T(k,t) and S(k,t) take on negative values, log-log dom solutions to Burgers' equation ("turbulence")

and log-semi coordinates can be used only if the and not characteristic of initial conditions
absolute values are plotted or if the negative ("specific grid geometry") [1].

values are omitted. The latter option was chosen
here. The log-log and log-semi plots (Figure 7)'
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Evo Itit ion of P issipait ion Spvct Irl:
D(k,t)=k2E(k,t) for L=0,1,3,5,10,15,20,25

k 2  5(a) 6(a)

* 2 UP5b 6(b)

-7.0

Figure 5. Log-Log plot emphasizing vq iprni t ion Figure 6. SVmi -1,og Ilo0t VMp)Ir I/ LI rZig Vffleci Of

sn brange for dissipation: vi scoSit y on dlsip itioti (it high wave
(a) at Re0=400 numbers:
(b) at Reo=10aO (a) at Re0=400

(b) at Re0=1000



Evolution of Spectral Trajnsfer:

T(k,L) for t=0.1,3,5.,1,520,25

7(a) 8(a)

"0 X)i' KM

7(b) 8(b)

Figure 7. Log-Log plot: Figure R. Somi-Lug plot:
(a) at Reoin400 (a) at Reol0
(b) at Reu=1OOO (b) at Rco- 0lO
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S(k, t )=l.k' ,t)dk' for L0,l1,3 -5, 10 .S , 25

9 (d) 10(a)

9(b) 10(b)

Figure' 9. Log-Log plot l'igurt. 10. .stmi -log plot,
tat at HeO=400 (a) at, Reo=400
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Evo Iut ion of Transfer and Cum 1 at ive Trans t'er Spectra:
TI, t S (k ,t I f,,' t-0 1. 1 , 1 5 : 0, 25

11(a) 12(a)

I I

slI

/0 /

'4. .. .L

Figure 11. Log-Semi plot at Reo=400: Figure 12. Log-Semi plot at Reo=lO00:
(a) t=0,1,3,5 (a) t=0,1,3,5: (b) t=10,15,20,25 (b) t=I0,5,20,25
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BOUNDARY-LAYER TRANSITION TO

TURBULENCE: THE LAST FIVE YEARS

William S. Saric

Mechanical and Aerospace Eng.

Arizona State University

Tempe, AZ 85287

ABSTRACT U6 freestream velocity, (m/s]

Within the last five years, increased v kinematic viscosity (m2/s]

emphasis on secondary instability analysis w 6,28fL/Uo: dimensionless circular

along with the experimental observations of frequency

subharmonic instabilities have changed the W basic-state spanwise velocity

picture of the transition process for boun- normalized by Uo

dary layers in low-disturbance environ- x* dimensional chordwise coordinate (m]

ments. Additional efforts with Navier- x chordwise coordinate normalized with L

Stokes computations have formed an impress- y normal-to-the-wall coordinate

ive triad of tools that are beginning to z spanwise coordinate

unravel the details of the early stages of

transition. This paper reviews these 1. INTRODUCTION

recent efforts. The problems of understanding the

origins of turbulent flow and transition to

SYMBOLS turbulent flow are the most important

a chordwise complex wavenumber normal- unsolved problems of fluid mechanics and

ized by L aerodynamics. There is no dearth of

A disturbance amplitude applications for information regarding

Ao amplitude at R=Ro, usually Branch I transition location and the details of the

Cp pressure coefficient subsequent turbulent flow. A few examples

F w/R = 6.28fv/Uo2 : dimensionless can be given here. (1) Nose cone and heat

frequency shield requirements on reentry vehicles and

f dimensional frequency [hz] the "aerospace airplane" are critical

L -vx*/Uo : boundary-layer reference functions of transition altitude. (2)

length. Vehicle dynamics and "observables" are

N ln(A/Ao) amplification factor modulated by the occurrence of laminar-

R % UoL/v : boundary-layer Reynolds turbulent transition. (3) Should transi-

number tion be delayed with Laminar Flow Control

Ro initial boundary-layer Reynolds on the wings of large transport aircraft, a

number, usually Branch I 25% savings in fuel will result. (4) Lack

Ru Uox*/v : x-Reynolds number or chord of a reliable transition prediction scheme

Reynolds number hampers efforts to accurately predict

U basic-state chordwise velocity normal- airfoil surface heat transfer and to cool

ized by W the blades and vanes in gas turbine
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01 engines. (5) The performance and detection transfer of data to the mathematicians is

of submarines and torpedoes are signifi- good. Since there is still some uncer-

cantly influenced by turbulent boundary- tainty in the direct application of chaos

layer flows and efforts directed toward theory to transition no further mention of

drag reduction require the details of the this will be given here.

turbulent processes. (6) Separation and The purpose of this report is to bring

stall on low-Reynolds-number airfoils and into perspective certain advances to our

turbine blades strongly depends on whether understanding of laminar-turbulent transi-

the boundary layer is laminar, tion that have occurred within the last

transitional, or turbulent. five years. In particular, these advances

The common thread connecting each of have been made by simultaneous experimen-

these applications is the fact that they tal, theoretical, and computational

all deal with bQondo__h.ear_f1Q (boundary efforts.

layers) in QLa.__j~y&_O=, (with different

upstream or initial amplitude conditions). 1.1 Basic Ideas of Transition

It is well known that the stability, With the increased interest in

transition, and turbulent characteristics turbulent drag reduction and in large scale

of bounded shear layers are fundamentally structures within the turbulent boundary

0 different from those of free shear layers layer, researchers in turbulence have been

(Morkovin, 1969; Tani, 1969; Reshotko, required to pay more attention to nature of

1976). Likewise, the stability, transi- laminar-turbulent transition processes. It

tion, and turbulent characteristics of open is generally accepted that the transition

systems are fundamentally different from from laminar to turbulent flow occurs

those of closed systems (Tatsumi, 1984). because of an incipient instability of the

The distinctions are vital. Because of the basic flow field. This instability

influence of indigenous disturbances, intimately depends on subtle, and sometimes

surface geometry and roughness, sound, heat obscure, details of the flow. The process

transfer, and ablation, it is not possible of transition for boundary layers in exter-

to develop general prediction schemes for nal flows can be qualitatively described

transition location and the nature of using the following (albeit, oversimp-

turbulent structures in boundary-layer lified) scenario.

flows. Disturbances in the freestream, such

There have been a number of recent ad- as sound or vorticity, enter the boundary

vances in the mathematical theory of chaos layer as steady and/or unsteady fluctu-

that have been applied to closed systems. ations of the basic state. This part of

Sreenivasan and Strykowski (1984), among the process is called reaa tlyi±y
others, discuss the extension of these (Morkovin, 1969) and although it is still

ideas to open systems and conclude that the not well understood, it provides the vital

relationship is still uncertain. It initial conditions of amplitude, frequency,

appears from a recent workshop and panel and phase for the breakdown of laminar

discussion (Liepmann et al. 1986) that the flow. Initially these disturbances may be

direct application of chaos theory to open too small to measure and they are observed

systems is still some distance away. only after the onset of an instability.

However, the prospect of incorporating some The type of instability that occurs depends

,Ar" of the mathematical ideas of chaos into on Reynolds number, wall curvature, sweep,
AK open system problems and of encouraging the roughness, and initial conditions. The
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-,, initial growth of these disturbances is begins with Reshotko (1984a, 1986) on
described by lUnear stability theory. This receptivity (i.e. the means by which
growth is weak, occurs over a viscous freestream disturbances enter the boundary
length scale, and can be modulated by layer). In these papers, Reshotko sum-
pressure gradients, mass flow, temperature marizes the recent work in this area and
gradients, etc. As the amplitude grows, points out the difficulties in under-
three-dimensional and nonlinear interac- standing the problem. Indeed, the recep-
tions occur in the form of secondary tivity question and the knowledge of the
instabilities. Disturbance growth is very initial conditions are the key issues

rapid in this case (now over a convective regarding a transition prediction scheme.
length scale) and breakdown to turbulence Of particular concern to the transition
occurs. problem are the quantitative details of the

For many years, linear stability roles of freestream sound and turbulence.
theory, with the Orr-Sommerfeld equation as Aside from some general correlations, this
its keystone, served as the basic tool for is still an opaque area. However. in

predictors and designers. Since the section 3.2 below, a demonstration of the
initial growth is linear and its behavior role of initial conditions on the observed
can be easily calculated, transition transition phenomenon is discussed.

0 prediction schemes are usually based on The details of linear stability theory
linear theory. However, since the initial are given in Mack (1984b). This is
conditions (receptivity) are not generally actually a monograph on boundary-layer
known, only correlations are possible and, stability theory and should be considered
most importantly, these correlations must required reading for those interested in
be between two systems with similar envi- all aspects of the subject. It covers 58
ronmental conditions. The impossibility of pages of text with 170 references. In
matching or fully understanding these particular, his report updates the three-
environmental conditions has led to the dimensional (3-D) material in Mack (1969),
failure of any absolute transition covering in large part Mack's own
prediction scheme for even the simple contributions to the area.
Blasius flat-plate boundary layer. The foundation paper with regard to

The preceding is not always follow the nonlinear instabilities is Klebanoff et al.
observed behavior. At times, the initial (1962). This seminal work spawned numerous
instability can be so strong that the experimental and theoretical works (not all
growth of linear disturbances is byi- a*Aed successful) for the period of 20 years
(Morkovin, 1969) in such a way that after its publication. It was not until
turbulent spots appear or secondary the experimental observations of subhar-
instabilities occur and the flow quickly monic instabilities by Kachanov et al.
becomes turbulent. This phenomenon is not (1977), Kachanov and Levchenko (1984), and
well understood but has been documented in Saric and Thomas (1984), along with the

* cases of roughness and high freestream work on secondary instabilities, that
turbulence (Reshotko, 1986). In this case, additional progress was made in this area.
transition prediction schemes based on Recent papers of Herbert (1984a,b,c; 1985;
linear theory fail completely. 1986a,b) cover the problems of secondary

instabilities and nonlinearities i.e. those

1.2 Review of the Literature aspects of the breakdown process that
The literature review follows the succeed the growth of linear disturbances.

outline of the process described above and It should be emphasized that two-
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dimensional waves do not completely of which are characteristic of swept-wing

represent the breakdown process since the flows. The history of these problems as

transition process is always three- well as the recent work on transition

dimensional in bounded shear flows, prediction and control schemes are

Herbert describes the recent efforts in discussed. We return to a discussion of 3-

extending the stability analysis into D flows in section 4.

regions of wave interactions that produce Reshotko (1984b, 1985, 1986) and Saric

higher harmonics, three-dimensionality, (1985b) review the application of stability

subharmonics, and large growth rates--all and transition information to problems of

harbingers of transition to turbulence. drag reduction and in particular, laminar

Recent 3-D Navier-Stokes computations by flow control. They discuss a variety of

Fasel (1980,1986), Spalart (1984), Spalart the laminar flow control and transition

and Yang (1986), Kleiser and Laurien (1985, control issues which will not be covered

1986) Reed and co-workers (Singer et al. here.
1986, 1987; Yang et al. 1987) have added

additional understanding to the phenomena. 2. REVIEW OF T-S WAVES

More is said about this in section 3.2. The disturbance state is restricted to

The paper by Arnal (1984) is an two dimensions with a one-dimensional basic

extensive description and review of tran- state. The 2-D instability to be consider-

sition prediction and correlation schemes ed is a yi_ uz instability in that the

for two-dimensional flows that covers 34 boundary-layer velocity profile is stable

pages of text and over 100 citations. An in the inviscid limit and thus, am increase

analysis of the different mechanisms that in viscosity (a decrease in Reynolds

- cause transition such as Tollmien- number) causes the instability to occur in

Schlichting (T-S) waves, G6rtler the form of 2-D traveling waves called T-S

vortices, and turbulent spots is given, waves. All of this is contained within the

The effects that modulate the transition framework of the Orr-Sommerfeld equation,

behavior are presented. These include the OSE. The historical development of this

influence of freestream turbulence, sound, work is given in Mack (1984b) and a

roughness, pressure gradient, suction, and tutorial is given by Saric (1985a).

unsteadiness. A good deal of the data The OSE is linear and homogeneous and

comes from the work of the group at forms an eigenvalue problem which consists

ONERA/CERT part of which has only been of determining the wavenumber, a, as a

available in report form. The different function of frequency, w, Reynolds number,

transition criteria that have been R, and the basic state, U(y). The Reynolds

developed over the years are also described number is usually defined as R = UoL/v

which gives an overall historical - and is used to represent distance

perspective of transition prediction along the surface. In general, L = 47TT0
methods. is the most straightforward reference

In a companion paper, Poll (1984b) length to use because of the simple form of

extends the description of transition to 3- R and because the Blasius variable is the

D flows. When the basic state is three- same as y in the OSE. When comparing the

dimensional, not only are 3-D disturbances solutions of the OSE with experiments, the

important, but completely different types dimensionless frequency, F, is introduced

• of instabilities can occur. Poll concen- as F = w/R = 6.28fv/Uo2 where f is the

trates on the problems of leading-edge frequency in Hertz.

contamination and crossflow vortices, both
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Usually, an experiment designed to By assuming that the growth rate, s

observe T-S waves and to verify the 2-D s(R,F), to hold locally (within the quasi-

theory is conducted in a low-turbulence parallel flow approximation), the

wind tunnel (u'/Uo from 0.02% to 0.06%) on disturbance equations are integrated along

a flat plate with zero pressure gradient the surface with R = R(x) to give:

(determined from the shape factor = 2.59 A/Ao = exp(N)

and not from pressure measurements!) where where dN/dR = s, A and Ao are the

the virtual-leading-edge effect is taken disturbance amplitudes at R and R1

into account by carefully controlled respectively, and Rh is the Reynolds number

boundary-layer measurements. Disturbances at which the constant-frequency disturbance

are introduced by means of a 2-D vibrating first becomes unstable (Branch I of the

ribbon using single-frequency, multiple- neutral stability curve).

frequency, step-function, or random inputs The basic design tool is the

(Costis and Saric, 1982) taking into correlation of N with transition Reynolds

account finite-span effects (Mack, 1984a). number, RT, for a variety of observations.

Hot wires measure the U + u' component of The correlation will produce a number for N

velocity in the boundary layer and d-c (say 9) which is now used to predict RT for

coupling separates the mean from the cases in which experimental data are not

fluctuating part. The frequency, F, for available. This is the celebrated eN

single-frequency waves remains a constant. method of Smith and von Ingen (e.g. Arnal,

When the measurements of are repeated 1984; Mack, 1984b). The basic LFC

along a series of chordwise stations, the technique changes the physical parameters

maximum amplitude of the waves varies. At and keeps N within reasonable limits in

constant frequency, the disturbance order to prevent transition. As long as

amplitude initially decays until the laminar flow is maintained and the

Reynolds number at which the flow first disturbances remain linear, this method

becomes unstable is reached. This point is contains all of the necessary physics to

called the aranciij neutral stability point accurately predict disturbance behavior.

and is given by Ri . The amplitude grows As a transition prediction device, the ex

exponentially until the kAnghA neutral method is certainly the most popular

stability point is reached which is given technique used today. It works within some

by Ri . The locus of Rt and a i points as error limits QmJX if comparisons are made

a function of frequency gives the neutral with experiments with identical disturbance

stability--cur.e shown in Fig. 1. If the environments. Since no account can be made
growth rate of the disturbances is defined of the initial disturbance amplitude this

as s=s(RF), Fig. I is the locus of s(R,F) method will always be suspect to large
=0. For R > 600 the theory and experiment errors and should be used with extreme

agree very well for Blasius flow. For R < care. When bypasses occur, this method
600 the agreement is not as good because does not work at all. Mack (1984b) and

the theory is influenced by nonparallel Arnal(1984) give examples of growth-rate

effects and the experiment is influenced by and eN calculations showing the effects of
low growth rates and nearness to the pressure gradients, Mach number, wall

disturbance source. Virtually all problems temperature, and three dimensionality for a
of practical *nterest have R > 1000 in wide variety of flows. These reports
which case the parallel theory seems quite contain the most up-to-date stability

adequate (Gaster, 1974; Saric and Nayfeh, information.

1977).
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3. SECONDARY INSTABILITIES AND TRANSITION supported by hot-wire measurements and

There are different possible scenarios Lagrangian-type streakline prediction codes

for the transition process, but it is (Saric et al.,1981; Herbert and Bertolotti,

generally accepted that transition is the 1985). Note that the lambda vortices are

result of the uncontrolled growth of Qxder.d in that peaks follow peaks and

unstable three-dimensional waves, valleys follow valleys.

Secondary instabilities with T-S waves are Since the pioneering work of Nishioka

reviewed in some detail by Herbert (1984b, et al.(1975, 1980), it is accepted that the

1985, 1986), Saric and Thomas (1984) and basic transition phenomena observed in

Saric et al.(1984). Therefore, only a plane channel flow are the same as those

brief outline is given in section 3.1 in observed in boundary layers. Therefore,

order to give the reader some perspective little distinction will be given here as to

of the different types of breakdown. whether work was done in a channel or a

Section 3.2 discusses the very recent boundary layer. From the theoretical and

results. computational viewpoint, the plane channel
is particularly convenient since the

3.1 Secondary Instabilities Reynolds number is constant, the mean flow

The occurrence of three-dimensional is strictly parallel, certain symmetry

phenomena in an otherwise two-dimensional conditions apply, and one is able to do

flow is a necessary prerequisite for temporal theory. Thus progress has been

transition (Tani, 1981). Such phenomena first made with the channel flow problem.

were observed in detail by Klebanoff et al. Different types of three-dimensional

11962) and were attributed to a spanwise transition phenomena recently observed

lifferential amplification of T-S waves (e.g. Kachanov et al. 1977; Kachanov and

through corrugations of the boundary layer. Levchenko, 1984; Saric and Thomas, 1984;

The process leads rapidly to spanwise Saric et al. 1984, Kozlov and Ramanosov,

alternating "peaks" and "valleys", i.e., 1984) are characterized by sfagfojWd

regions of enhanced and reduced wave patterns of peaks and valleys (see Fig.3)

amplitude, and an associated system of and by their occurrence at very low

streamwise vortices. The peak-valley amplitudes of the fundamental T-S wave.

structure evolves at a rate much faster This pattern also evolves rapidly into

than the (viscous) amplification rates of transition. These experiments showed that

T-S waves. The schematic of a smoke- the subharmonic of the fundamental wave (a

streakline photograph (Saric et al. 1981) necessary feature of the staggered pattern)

in Fig. 2 shows the sequence of events was excited in the boundary layer and

after the onset of "peak-valley splitting", produced either the resonant wave

This represents the path to transition interaction predicted by Craik (1971)

under conditions similar to Klebanoff et (called the C-type) or the secondary

al. (1962) and is called a K-type instability of Herbert (1983) (called the

breakdown. The lambda-shaped (Hama and H-type) Spectral broadening to turbulence

Nutant, 1963) spanwise corrugations of with self-excited subharmonics has been

streaklines, which correspond to the peak- observed in acoustics, convection, and free

valley structure of amplitude variation, shear layers and was not identified in

are a result of weak 3-D displacements of boundary layers until the results of

* fluid particles across the critical layer Kachanov et al. (1977). This paper re-

and precede the appearance of Klebanoff's initiated the interest in subharmonics and

"hair-pin" vortices. This has been prompted the simultaneous verification of
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C-type resonance (Thomas and Saric, 1981; the Navier-Stokes computations of Singer,

Kachanov and Levchenko, 1984). Subhar- Reed, and Ferziger (1986), is that under

monics have also been confirmed for channel conditions of the experimentally observed

flows (Kozlov and Ramazanov, 1984) and by K-Type breakdown, the subharmonic H-Type is

direct integration of the Navier-Stokes still the dominant breakdown mechanism

equations (Spalart, 1984). There is visual instead of the fundamental mode. This is

evidence of subharmonic breakdown before in contrast to Klebanoff's experiment,

Kachanov et al. (1977) in the work of Hama confirmed by Nishioka et al. (1975.

(1959) and Knapp and Roache (1968) which 1980),Kachanov et al. (1977), Saric and

was not recognized as such at the time of Thomas (1984), Saric et al. (1984). and

their publication. The recent work on Kozlov and Ramazanov (1984) where only the

subharmonics is found in Herbert (1985, breakdown of the fundamental into higher

1986a,b), Saric. Kozlov and Levchenko harmonics was observed. Only Kozlov and

t1984), and Thomas (1986). Ramazanov (1984) observed the H-type in

The important issues that have come their channel experiments and only when

out of the subharmonic research is that the they artificially introduced the

secondary instability depends not only on subharmonic.

disturbance amplitude, but on phase and This apparent contradiction was

* fetch as well. Fetch means here the resolved by Singer, Reed, and Ferziger

distance over which the T-S wave grows in (1987). Here the full three-dimensional,

the presence of the 3-D background time-dependent incompressible Navier-Stokes

disturbances. If T-S waves are permitted equations are solved with no-slip and

to grow for long distances at low impermeability conditions at the walls.

amplitudes, subharmonic secondary Periodicity was assumed in both the

instabilities are initiated at disturbance streamwise and spanwise directions. The

amplitudes of less than 0.3%Uo. Whereas, implementation of the method and its

if larger amplitudes are introduced, the validation are described by Singer, Reed

breakdown occurs as K-type at amplitudes of and Ferziger (1986). Initial conditions

MUo. Thus, there no longer exists a include a two-dimensional T-S wave, random

magic" amplitude criterion for breakdown. noise, and streamwise vortices. No shape

A consequence of this requirement of a assumptions are necessary, the spectrum is

long enough fetch for the subharmonic to be larger, and random disturbances whether

entrained from the background disturbances freestream or already in the boundary layer

is that the subharmonic interaction will can be introduced and monitored for growth

occur at or to the right of the Branch II and interactions (Singer, Reed, and

neutral stability point (see Fig. 1). Ferziger, 1986). Other advantages realized

Since this is in the stable region of the by computations are 1) the inclusion of

fundamental wave, it was not likely to be boundary-layer growth, neglected in linear

observed because the experimenters quite theory but important to the growth of

* naturally concentrated their attention of secondary instabilities, 2)the generation

measurements between Branch I and Branch of ensemble averages, 3) the visualization
II. of flow phenomena for comparis-n with

experiments (advanced graphics capability),

3.2 Recent Results and 4) the calculation of vorticity and

The surprise that results from the energy spectra, often unavailable from

I 'M analytical model of Herbert (1986a,b) and experiments.
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The strediawi . vortic" can alter the literatre is grcwing, especially recently.

relative importance of the subharmonic and This trend is likely to continue as

fundamental modes. Streamwise vortices of considerable progress is expected towards

approximately the strength of those that the development of new, extremely powerful

might be found in transition experiments supercomputers. In such simulations, the

can explain the difficulty in full Navier-Stokes equations are solved

experimentally identifying the subharmonic directly by employing numerical methods,

route to turbulence (Herbert 1983). such as finite-difference or spectral

The corresponding computational methods. The direct simulation approach is

visualizations of Singer et al. (1987) are widely applicable since it avoids many of

shown in Figs. 4 and 5; flow is from lower the restrictions that usually have to be

right to upper left. Figure 4 shows the imposed in theoretical models.

vortex structures, commonly seen in the The Navier-Stokes solutions are taken

transition process, under the conditions of hand-in-hand with the wind tunnel

a forced 2-D T-S wave and random noise as experiments in a complementary manner. The

initial conditions. The subharmonic mode example of Singer, Reed, and Ferziger

is present as predicted by theory but not (1987) illustrate that these two techniques

seen experimentally. Other views of the cannot be separated. The next step in the

vortical structure are given by Herbert simulations will be to proedict the growing

(1986a). However, when streamwise body of detailed data being developed by

vorticity (as is present in the flow from Nishioka et al. (1980, 1981, 1984, 1985) on

the turbulence screens upstream of the the latter stages of the breakdown process.

nozzle) is also included, the subharmonic

mode is overshadowed by the fundamental 4. THREE-DIMENSIONAL BOUNDARY LAYERS

mode (as in the experiments!). The Three-dimensional flows offer a rich

resulting pattern, ordered peak-valley variety of instability mechanisms and the

structure, is seen in Fig. 5. Here is a 3-D boundary-layer flow over the swept-wing

case in which the computations have is no exception. This type of flow is

explained discrepancies between theory and susceptible to four types of instabilities

experiments, that lead to transition. They are leading-

In the presence of streamwise edge contamination, streamwise instability,

vorticity, the fundamental mode is centrifugal instability, and the topic of

preferred over the subharmonic; this this section, crossflow instability.

agrees with experimental observations, but Leading-edge contamination occurs along the

not with theory (which does not account for attachment line and is caused by

this presence). Without streamwise disturbances that propagate along the wing

vorticity, the subharmonic modes dominate edge (Poll 1979, 1984a,b). Streamwise

as predicted by theory and confirmed by instability is associated with the

computational simulations. In the presence chordwise component of flow and is quite

*:,f streamwise vorticity characteristic of similar to processes in two-dimensional
wind-tunnel experiments, the K-type flows, where T-S waves generally develop.

instability dominates and the numerical This usually occurs in zero or positive

simulations predict the experimental pressure-gradient regions on a wing. The

results. general theory is given by Nayfeh (1980).

* Direct numerical simulations are Centrifugal instabilities occur in the
playing an increasingly important role in shear flow over a concave surface and

the investigation of transition; the appear in the form of Gbrtler vortices
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(Floryan and Saric, 1979; Hall, 1983). These crossflow vrtices all rotate in the

Attachment-line contamination problems are same direction. Descriptions of this

important for transition control but not instability are given in the classic paper

discussed here because of the existing by Gregory, Stuart and Walker (1955) and in

reviews cited above. At the same time, a the reports by Mack (1984b) and Poll

review of Grtler vortices is beyond the (1984b).

goal of this report. In +.he past ten years considerable

A wide body of literature exists on progress has been achieved in calculating

stability and transition problems of the stability characteristics of three-

rotating disks, cones, and spheres. These dimensional flows. The state-of-the-art

are classic problems of three-dimensional transition prediction method still involves

boundary layers that exhibit the same linear stability theory coupled with an em

generic stability characteristics. The transition prediction scheme (Mack, 1984b;

protagonists are Malik et al. (1981), Poll, 1984b). Malik and Poll (1984) extend

Kobayashi and Kohama (1984), and Kohama and the stability analysis of three-dimensional

Kobayashi (1983). These, along with flows, analyzing the flow over a yawed

nthers. are reviewed by Reed and Saric cylinder, to include curvature of the

(1986) and will not be discussed here. surface and streamlines. They show that

The focus of this section is on the curvature has a very stabilizing effect on

crossflow instability which occurs in the disturbances in the flow. This is

strong negative pressure gradient regions compared with the experimental results of

on swept wings. In the leading-edge region Poll (1984a) which show good agreement with

both the surface and flow streamlines are the transition prediction scheme. They

- highly curved. The combination of pressure also find that the most highly amplified

gradient and wing sweep deflects the disturbances are traveling waves and not

inviscid-flow streamlines inboard as shown stationary waves. Here again Malik and

in the schematic of Fig. 6. This mechanism Poll (1984) obtain good agreement with

re-occurs in the positive pressure gradient Poll's (1984a) recent experimental work

region near the trailing edge. Because of where Poll identifies a highly amplified

viscous effects, this deflection is made traveling wsve around one kHz near

larger in the boundary layer, and causes transition. Malik and Poll obtain N

crossflow. i.e. the development of a factors for the fixed-frequency

velocity component inside the boundary disturbances between 11 and 12 which agreed

layer that is perpendicular to the with the work of Malik, Wilkinson and

inviscid-flow velocity vector. This is Orszag (1981) on the rotating disk. In

illustrated in the schematic of Fig. 7. both cases (the disk and cylinder), when

This profile is characteristic of many the extra terms involving curvature and

different three-dimensional boundary-layer Coriolis effects are omitted in the

flows. The crossflow profile has a maximum stability analysis, the N factors are much

velocity somewhere in the middle of the larger which illustrates the need to do the

boundary layer, going to zero on the plate realistic stability calculations.

surface and at the boundary-layer edge. Michel, Arnal and Coustols (1984)

This profile exhibits an inflection point develop transition criteria for

(a condition which is known to be incompressible two- and three-dimensional

dynamically unstable) causing so-called flows and in particular for the case of a

crossf low vortex structures to form with swept wing with infinite span. They
their axes in the streamwise direction, correlate transition onset on the swept
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wing using three parameters: a Reynolds with a saw-tooth" pattern near the

number based on the displacement thickness transition area. They perform hot-wire

in the most unstable direction of flow, the measurements on the stationary waves.

streamwise shape parameter, and the Their results show a spanwise variation of

external turbulence level. They simplify the boundary layer before transition that

the problem by not including curvature becomes chaotic in the transition region.

effects and assuming locally parallel flow The variations are damped in the turbulent

and even with these simplifications, the region. They also find a small peak in the

comparison with experiment shows good spectra around one kHz (like Poll. 1984a),

agreement. which is due to a streamwise instability.

The current experimental work of Poll In addition to this they provide some

(1984a) focuses on the crossflow theoretical work on the secondary

instability where he shows that increasing velocities, and show counter rotating

yaw has a very destabilizing effect on the vortices in the streamwise direction.

flow over a swept cylinder. He However, when these components are added to

characterizes the instability in two ways. the mean velocities the vortices are no

The first is by fixed disturbances longer clearly visible. Even with all this

visualized by either surface evaporation or progress there are very little experimental

- .oil-flow techniques. These disturbances data with which to compare the theoretical

are characterized by regularly spaced models.

streaks aligned approximately in the A major unanswered question concerning

', inviscid-flow direction, leading to a "saw- swept-wing flows is the interaction of

tooth" pattern at the transition location. crossflow vortices with T-S waves. If the

The second way is with unsteady vortex structure continues aft into the

disturbances in the form of a large- mid-chord region where T-S waves are

amplitude high-frequency harmonic wave at amplified, some type of interaction could

frequencies near one kHz. At transition cause premature transition. In fact, the

near the wall surface, he obtains unsteadiness at transition observed by Poll

disturbance amplitudes greater than 20% of and Michel et al. could be due to this

the local mean velocity. Initially he phenomenon. Indeed early LFC work of Bacon

tries to use two parameters to predict et al. (1962) show a somewhat anomalous

transition. They are the crossflow behavior of transition when sound is

Reynolds number and a shape factor based introduced in the presence of crossflow

on the streanwise profile. However, based vortices. It is well known that streamwise

on the results of his research, he found vortices in a boundary layer strongly

that two parameters alone are not enough to influence the behavior of other

predict tranbition, and thnt one needs at disturbances. Nayfeh (1981) shows that

least three parameters ,c accurately G6rtler vortices produce a double-

* describe the crossflow inst2..lity. exponential growth of T-S waves. Malik

Michel. Arnal, Coustol. and Juillen (1986) in a computational simulation of the

(1984) present some very good experimental full Navier-Stokes equations is unable to

results on the crossflow instability, find this interaction however, indicating a

conducted on a swept airfoil model. By need for more work in this area. Herbert

surface visualization techniques they show and Morkovin (1980) show that the presence

regularly spaced streaks that are aligned of T-S waves produces a double-exponential

practically in the inviscid-flow direction, growth of Grtler vortices, while Floryan
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-, and Saric (1980) show a similar behavior measurements are carried out at many

for streamwise vortices interacting with different x and y locations using two

,;6rtler vortices. Reed (1984) analyzes different mean velocities. The results

the crossflow/T-S interaction in the show a steady vortex structure with a

leading-edge region by using a parametric- dominant spanwise wavelength of

resonance model. Reed shows that the approximately 0.5 cm. The corresponding

interaction of the crossflow vortices with spectrum for this disturbance measurement

T-S waves produces a double exponential shows a sharp peak at a wavelength of about

growth of the T-S waves. The results of 0.5 cm, but it also shows a broad peak at a

Bacon, Pfenninger and Moore (1962) and Reed larger wavelength of 1.0 cm, generally at a

(1984) clearly show the need to lower amplitude. The cause of this broad

experimentally study problems of this kind. peak at the larger wavelength is explained

Saric and Yeates (1985) established a by the linear-theory predictions

three-dimensional boundary layer on a flat (Dagenhart, 1981) for crossflow vortices.

plate that is typical of infinite swept- This 0.5 cm wavelength does not agree with

wing flows. This is done by having a swept the flow- visualization results nor with

leading edge and contoured walls to produce the theoretical calculations of the MARIA

the pressure gradients. The experimentally code (Dagenhart, 1981).

measured Cp distribution is used along with The naphthalene flow-visualization

the 3-D boundary-layer code of Kaups and technique shows that there exists a steady

,'ebeci (1977) to establish the crossflow crossflow vortex structure on the swept

S xperiment and to compare with the theory. flat plate. The pattern of disturbance

. Some of the results of Saric and Yeates vortices is nearly equally spaced and

(1985) are discussed below because they aligned approximately in the inviscid-flow

illustrate that not everything is as it direction. The wavelength of the vortices

should be in three-dimensional boundary is on the scale of I cm and this spacing

layers. agrees quite well with the calculated

Boundaiy-layer profiles are taken at wavelength from the MARIA code.

different locations along the plate with While the flow visualization clearly

both the slant-wire and straight-wire indicates a spanwise wavelength of 1 cm on

probes. Reduction of both the straight- the surface. the spectra of the hot-wire

wire and slant-wire data at one location measurements show a dominant sharp peak at

produces a crossflow profile which provides 0.5 cm and a smaller broad-band peak at I

comparison with the theory. The velocity cm. This apparent incongruity can be

component perp-cndicular to the inviscid- explained with the wave interaction theory

flow velocity vector is called the of Reed (1985), who uses the actual test

crossflow velocity. By definition, since conditions of this experiment. Reed shows

*the crossflow profile is perpendicular to that it is possible for a parametric

the edge velocity, the crossflow velocity resonance to occur between a previously
is zero in the inviscid flow. amplified 0.5 cm vortex and a presently

Dit c mamplified 1 cm vortex and that measurementsDisturbance measurements of the mean

flow are conducted (Saric and Yeates, 1985) taken near the maximum of the crossflow
within the boundary layer by making a velocity would show a strong periodicity of

spanwise traverse (parallel to the leading 0.5 cm. Moreover, Reed's wall-shear calcu-
eha lations and streamline calculations showedge) of the hot wire at a constant y

location with respect to the plate. These the 0.5 cm periodicity dying out near the
wall and the I cm periodicity dominating.
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: 'hese phenomena are not observed by Michel received considerable recent attention

et al. (1984) who measure phenomena not (Liepmann and Nosenchuck, 1982; Thomas,

measured by Poll nor Saric and Yeates. 1983; Kleiser and Laurien, 1984, 1985;

Two important points need. to be Metcalfe et al., 1985). The technique

emphasized. First, one must, whenever consists of first sensing the amplitude and

possible, use multiple independent phase of an unstable disturbance and then

measurements. This was the only way the introducing an appropriate out-of-phase

0.5 cm and the 1.0 cm vortex structure disturbance that cancels the original

could be reconciled. Second, the disturbance. In spite of some early

steadiness of the vortex structure in the success, this method is no panacea for the

wind tunnel experiments in contrast to the transition problem. Besides the technical

insteady predictions of the theory, problems of the implementation of such a

indicates that some characteristic of the system on an aircraft, the issue of three-

wind tunnel is fixing the vortex structure. dimensional wave cancellation must be

This is directly analogous to the biasing addressed. As Thomas (1983) showed, when

if the K-type secondary instability in the the 2-D wave is canceled, all of the

flat plate flow. Perhaps some very weak features of the 3-D disturbances remain to

freestream vorticity is providing the fix cause transition at yet another location.

for the crossflow vortex structure. All of Some clear advantage over passive systems

this serves notice that stability and have yet to be demonstrated for this

transition phenomena are extremely technique.

. ,lependent on initial conditions.
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ABTRACT point is coupled to the flow structures occurring

An experimental investigatlon of the farther downstream. Ho and Huang (1982) indicate

transition and related structural development of a that both the local instability process and global

two-dimensional turbulent jet is presented. The resonance requirements play crucial roles in

data obtained suggest the presence of a global determining the dynamic behavior of the mixing

resonance mechanism which operates in the jet and layer. In fact, the global resonance mechanism

strongly influences its large-scale development, appears responsible for determining the location

This resonance appears to take the form of near of vortex pairing events which are directly

exit perturbations which are each related to responsible for mixing layer growth. Evidence was

particular vortex pairing/destruction events found by Thomas and Goldschmidt (1986) which

occurring downstream, both in the developing jet suggests that a global resonance mechanism also

shear layers and in the interaction region of the plays an important role in the evolution of planar

flow. These perturbations excite the nascent Jet jets. Preliminary data suggesting such a feedback

shear layers and affect the subsequent structural phenomenon are presented and discussed in Thomas

evolution of the flow. Thus the transition of the and Goldschmidt(1985).

jet i noted to be governed both by the initial The primary objective of the work to be

thin shear layer instability and the requirements reported was to experimentally investigate the

for global resonance. nature of the global resonance mechanism as it

1. INTRODUCTION occurs in the planar turbulent jet and its

The existence of a resonance mechanism in implications for jet development.

impinging jets was clearly demonstrated by Ho and 2. MEASUREMENIT APPARATUS AND FLOV FIELD

Nossler (1981). As a natural extension of this The experimental facility Is the same as that

work Laufer (1981) questioned whether a similar described in Thomas and Brehob (1986). It is

resonance mechanism may occur in free jets as powered by a three-stage centrifugal blower which

well. Indeed preliminary measurements by Laufer supplies air to a large cubic plenum chamber. The

and Monkewltz (1980) in an axisymmetric jet blower and plenum are coupled by means of a

Indicated that hot-wire signals obtained in the flexible rubber duct for vibration isolation. A

initial shear layer exhibit modulation at a large slab of fiberglass insulation material is

* frequency corresponding to the "jet column mode or contalned within the plenum in order to filter the

downstream vortex passage frequency near the end air and to decouple the flow field from any blower

of the potential core. More detailed study of pulsation. A rectangular duct containing flow

this phenomenon by Monkewitz (1983) revealed that straighteners and turbulence reducing screens

the signal modulation is due to a modulation of connects the plenum to the nozzle assembly. The

the receptivity of the shear layer. Related work two-dimensional nozzle has a contraction ratio of

by Dimotakis and Brown (1976) In mixing layers led 16 to 1 and Pri In a nlot that Is 1.'7 cm wide

to the conclusion that the flow dynamics at any and 41.7 cm in height. The nozzle contour was
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based on a design by Jordinson (1961). Twin the conclusiins to be made from this work. Though

faceplates mounted flush with the nozzle exit space limitations prevent presentation of these

extend laterally to the edge of the flow field, data it may be said that the jet 'xhibited no

The flow field is formed by two large horizontal unusual characteristics with regard to both nean

plates 2.13 m in length and 1.52 m wide which keep flow and turbulence quantities. Approximate mean

the basic flow two-dimensional. All other sides velocity simillarity was noted for x/D > 11.

of the flow field remain open. 3. MEASUREM4NTS CHAiACTgERIZING JKT DEVELOPIET

All measurements to be reported were made This section describes the results of

with commercial anemometers operated in the measurements that detail the development of'

constant temperature mode. For measurement of the structural patterns in the two-dimensional

instantaneous longitudinal fluctuating component turbulent jet. These data will subsequently be
standard straight wire probes were used. The examined in light of the requirements for global
analog signals from the anemometers were passed resonance in section 4.

through qnti-allas filters and then digitized .4ith 3.1 Spectral Measurements
an ~~ ~ ~. HP-98640A Measordureeesutigntsal

an HP-986410A A/D board. The resulting signals Spectral measurements of the longitudinal velocity
were then processed on line with an HP-9920S

fluctuations were made both on the centerline of

microcomputer which performed all data the jet and in the jet shear layer( y/b - 1.0,

reduction. Further details concerning the
where y is the lateral spatial coordinate and b is

experimental facilities may be found in Prakash the mean velocity half-width) at several selected

(1986). streamwise locations (0.25 < x/D < 20). FF'r

In the work to be reported, all measurements techniques were used to compute the spectra and

were made at an exit Reynolds number of 7700 in order to obtain smooth repeatable values the

(based on nozzle exit slot width and mean exit measurements were typically averaged over 200

velocity). This corresponds to a mean exit ensembles. The frequency resolution of the

velocity of U0 = 8.84 m/s. The exit mean velocity spectra is approximately 9 Hz.

profile was flat except for two very thin shear 3.1.1 Linear Amplification Region

layers which bounded the potential core. The mean Shear layer spectra obtained in the region

velocity variation in the shear layers was very 0.25 < x/D < 1.0 indicate frequency dependent

closely approximated by a hyperbolic tangent type amplification of instabilities which is in good

profile. The exit centerline fluctuation agreement with linear stability theory for

intensity was quite low; less than 0.30 percent. spatially amplified disturbances. Figure 2

The nozzle exit boundary layers were found to be presents experimentally measured spatial

laminar and had a momentum thickness of 8 - 0.0085 amplification rates obtained in the nascent jet

cm. The corresponding displacement thickness shear layer compared with predicted values from

was 6* - 0.0232 cm. The initial mean velocity Michalke's (1965) linear stability theory for the

development is characterized by the widening of hyperbolic tangent profile. The good agreement

the shear layers resu ting in a "shearing down" of verifies the exponential amplification of small

the initially flat profile and the jet potential disturbances for x/D < 1.0 . Phase velocities

core is completely engulfed by x/D = 4.5 (x = the (not shown here) also exhibit good agreement with

longitudinal spatial coordinate, D = the nozzle linearized small disturbance theory. The

slot width). The downstream variation of jet dimensionless frequency for maximum amplification

shear layer momentum thickness 6 is documented in is S = 2if6/U = 0.21 (f frequency in Hz, 6 

Figure 1. Initial development is characterized by maximum slope shear layer thickness and U is the

localized increases in e which will be shown to mean speed of the high and low speed sides of the

correspond to large-scale vortex formation and shear layer, in this case 0.5U o ) or fe/U = 0.0320

Interaction events. which corresponds to a frequency of approximately

In order to validate the flow field an 750 Hz.

extensive set of mean flow and turbulence data was One unexpected result of energy spectra

obtained. These data were compared with other obtained in the linear region of the jet is the

4 .r published values in order to Insure no unusual existence of a dominant, l beIt low level,

behavior that might J-pard'PIe the general't. of
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spectral peak at approximately 20 Hz as is seen in Figure 4 presents the shear layer power spectrum

Figure 3. Such a low frequency mode is very obtained at x/D - 2.25 which shows the formation

uncharacteristic of thin shear layer instability of a dominant mode at approximately 250 Hz corre-

frequencies as it is at least an order of sponding to the local vortex passage frequency.

magnitude less than the expected values. This This figure also illustrates another charac-

mode behaves as a neutral mode in the linear teristic of spectra obtained in this region which

region. Plausible sources for the production of ;' the lvpnpment of "sidebands" -n 'he ;-imary

this unexpected near exit low frequency wave were modes. The frequency spacing between the

Investigated. Pulsing of the exit flow was sidebands corresponds to the low frequency mode

considered as a possible source. However, it was noted previously in the linear amplification

found that lateral profi'Rs of the low frequency region. The presence of these bands here suggests

mode indicate it to be highly localized in the jet modulation of the primary mode by the low

shear layers. It was also thought that this wave frequency wave. These sidebands are asymmetric

could originate due to a boundary layer about the primary mode they modulate, favoring the

instability from inside the nozzle. However the low frequency 9ide.

measured Re is1 far below the critical value as Figure 5 shows toje stresawise growth and

computed from the Instability char icteristicS of decay of the 250 Hz mode along with Its

the Blasius boundary layer profile which makes subharmonic at 125 Hz (the bandwidth for this

this an unlikely source as well. A kinematic figure Is 10 Hz). Ho and Huerre (1984) related

effect arising because of a lateral flapping of the completion of the roll up process to the

* the shear layer past the statieln.y ?-he was also downstream location where the fundamental reaches
ruled out as a possible origin. Hence it was maximum ampiLude which frorn Figure 5 suggests

concluded that the low frequency mode is highly that in this case x/D = 2.25 may be considered as

localized in the shear layer adjoining the an average location for structural formation. It

potential core and is not linked to any source has also been demonstrated that the location of

external to the flow field. Since the frequency subharmonic saturation corresponds to the

corresponds to downstream vortex passage rather streamwise location where vortex pairing is

than typical shear layer instabilities it served accomplished in free shear layers, though it is
as early evidence of a possible coupling with the difficult to pinpoint an exact location since it

downstream flow. Similar low frequency near exit requires some streamwise distance to occur. From

oscillations were reported in other planar jet Figure 5 the subharmonic is seen to saturate at

test rigs by Sato (1960) and Thomas and x/D = 4.5 indicating a vortex pairing event occurs

Goldschmidt(1986). on average at that approximate location. This

3.1.2 Nonlinear Spectral Development location also marks the end of the potential core

The exponential growth of the most amplified and Figure I suggests that the increased shear

instability wave saturates by x/D 1.25 layer widening associated with this pairing event

(approximately 2.6 initial instability is responsible for Its termination. Figure 6

wavelengths), marking the end of linear growth and clearly shows this sequence of halving of modal

the onset of nonlinear interaction between frequency which suggests the pairing of vortical

fluctuations. Previous research in free shear structures at the approximate location described

layers has indicated that the onset of nonlinear above. With increasing downstream distance there

effects is marked by the rolling up of the most is a gradual shift in the energy of fluctuations

amplified Instability into a periodic array of to lower frequencies. Modulation effects play an

compact spanwise vortices (see Ho and Huang (1982) important role in this process due to the

Ho and Huerre (1984)). Since the initial region formation of multiple sideh.indn ott the prmary

of the plarnar )0, baslcally cOrl:itA: (if two modes. 'lhc:;e interact among themselves to enrich
nominally self preserving shear layers it seems the broadband energy content of the spectra.

natural to expect similar behavior. However the Miksad (1972) noted that the nonlinear interaction

results of the spectral measurements indicate that between modes at two different frequencies in a
the vortex roll tip frequency does not correspond fresarlyreutdinheomtonfsm

to the initially most amplified frequency. and difference modes as well as the harmonics and
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subharmonics of the interacting waves. Such structural symmetry is gradually lost beyond the

nonlinear interactions appear to be a primary end of the potential core as the shear layers

source for the energy transfer to lower Interact to form the self-preserving anti-

frequencies noted in the jet shear layer spectra symmetric structural array that has been shown to

as each of the fine scale spectral peaks could be characterize the similarity region of planar jets

traced to sum and difference interactions between (see Thomas and Brehob (1986)). Figure 8 shows

other components. The shear layer spectra beyond th- corresponding change in the form of the

x/D = 8 are basically broadband in nature making correlation function as the shear layers

it extremely difficit to discern any further interact. The formation of a negative lobe at

aspects regarding structural development, zero time-delay (as noted in the correlations

It is expected that certain velocity obtained at x/D = 16 and 17) indicates the onset

fluctuations on the jet centerline are induced by of anti-symmetric longitudinal velocity

large-scale structural events occurring in the fluctuations which characterize the simiLarity

shear layers. Hence centerline power spectra show region of the jet. This transformation appears

more distinct peaks as compared to those obtained complete near x/D 16-17 as is evidenced by

in the shear layer where the levels of fine- Figure 9 which shows the variation of zero time-

grained turbulence are higher. Evidence of the delay correlation coefficient with downstream

interaction between structures beyond the distance. It may be noted that the negative

potential core is noted in the centerline spectral correlation persists well into the similarity

sequence of Figure 7. It may be observed that the region. Uf interest in Figure 8 is the similarity

dominant spectral frequency near 125 Hz is halved between the correlation C neticn in the near txiL

over the range 7 < x/D < 9. A more gradual region (shown for example is x/D = 0.75) with

approximate halving of the resulting mode near 60 those obtained in the early self-preserving

Hz is accomplished by xiD = 17 (not shown here) region. This further suggests that the low

suggesting an additional merging/destruction event frequency near exit mode may be related to

is involved. It will be shown in the following downstream structures and that unlike the primary

sections that this event is associated with the shear layer modes lilae near exit, fluctuatics 're

loss of flow symmetry, anti-symmetric.

3.2 Space-time Correlation Neasurements 3.3 Spectral Coherence and 'hase Spectrum

Normalized space-time correlation functions Measurements

of longitudinal fluctuations were obtained with In the first coherence measurements to be

probes 'positioned on opposite sides of the jet reported the the probe positioning was Identical

centerline at y/b =±1.0 for selected streamwise to that for the correlation measurements reported

locations throughout the developing jet. Figure 8 above. The purpose of these measurements was to

shows selected representative space-time obtain information regarding the relation between

correlation coefficient functions. The positive corresponding spectral modes occurring on opposite

zer-, tlme-delay value for the coefficient function sides of the jet in the developing and interacting

at x/D - 4 suggests that the jet shear layer shear layers. The space-time correlation

structures are arranged symmetrically with respect measurements presented in the previous section

to the centerline (this has also been confirmed in were performed in the time domain and result from

separate flow visualization studies in our superposition of the multiple spectral modes

laboratory). There is a decrease in the level of present. Hence, this measurement is niot complete

zero time-delay positive correlation with in detailing the relationship between

downstream distance due to the increasing corresponding spectral modes in the developing jet

randomization of the waveforms as the flow shear layers.

progresses downstream (which was also noted in a Of narticular interest are the near exit

spectral sense as a broadening of peaks). The coherence measurements which show peaks at the

average local frequencies of oseillation of the dominant frequencies noted from the previously

coefficient functions were found to be in good presented spectral analysis. For example,

agreement with the passage frequencies inferred Figure 10 presents the coherence spectrum obtained
from the dominant modes of the power spectra. The at x/D - 0.50. Elevated coherence is noted near
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20 Hz, 60 Hz and 250 Hz as well as for a range of movable probe. A discontinuous distribution
higher frequencies associated with instability involving four nearly constant frequency regimes
waves in the linear region. The 20 Hz mode was is noted from this figure. The figure suggests a

noted previously in the near exit spectral downstream coupling with the near exit flow at
measurements as well as in spectra obtained near certain preferred discrete frequencies. These
x/D = 16 (near the formation of flow asymmetry). frequencies were each noted from previous
The correporing r,7; exit p JO 3pectrum (not measurements to be associated with structural
shoan here) indicates this mode to be anti- interaction events. The region 0.25 < x/D < 2.0
symmetric. Significant is the occurrence of indicates that the spectral mode near 250 Hz
strong coherence across the near exit region for (which corresponds to the vortex roll up
the 60 Hz mode which was noted from spectra to frequency) is most coherent with the nascent shear
correspond to the passage frequency resulting from layer flow. A sudden drop to 125 Hz is noted to
vortex merging just beyond the end of the occur soon after roll-up (x/D = 2.0). This
potential core. This suggests the possibility of subharmonic frequency is seen to exhibit peak
a particularly strong influence from this coherence up to x/D = 5.0. It may be recalled
downstream event. The 60 Hz mode may also be that spectral measurements indicate a pairing
noted from the previously presented near exit event occurs over this region which suggests that
correlation function by defining the frequency this event is coupled with the near exit flow
as a reciprocal of the time delay between field. From the previously presented centerline
consecutive maxima. The phase spectrum obtained spectral measurements, x/D = 7 was noted as the

at x/D = 0.50 indicates that this mode is location initiating a halving of the
symmetric. The fact that the correlation function ch.zaracteristic structural passage frequency. This

shows negative correlation at zero time-delay does is consistent with Figure 11 which shows that the
not indicate asymmetry of the 60 Hz component but frequency for maximum coherence drops to
instead reflects the influence of the 20 Hz approximately 60 Hz over the range 5 < x/D < 8.
mode. The 250 Hz and 125 Hz modes are noted to be This initiates a second interaction event which
symmetric and correspond to the downstream vortex results in maximum coherence near 20 Hz for for
roll up frequency and subharmonic formation, x/D > 16.0. It may also be noted from Figure 11
respectively. A ro!"plete study of the downstream that each of the the events which lead to a
evolution of the coherence and phase spectra was discontinuous shift in frequency for maximum
performed. These data confirm that the jet shear coherence are associated with an approximate
layer structures form and evolve symmetrically and doubling in downstream distance between the
that while pairing near x/D = 4.5 causes small occurrence of the events. A similar phenomenon
phase excursions the symmetric pattern is rapidly was noted by Ho and Huang (1982) in mixing layers.
recovered, These measurements were of limited It is interesting to compare the above
value beyond x/n = 8 due to the low levels of measurement with coherence measurements made at
coherence associated with the chaotic nature Of corresponding streamwise locations but wil" the
the flow in the interaction region. probes side by side at y/b = ±I .0. Figure 12

In the second set of measurements to be makes such a comparison between the two
reported two straight wire probes were placed on measurements for x/D - 8.0. Of significance is
opposite sides of the jet centerline with one the observation that the coherence levels are much
probe fixed in the nascent jet shear layer at greater when the probes possess large streamwise
x/D - 0.25. The other probe was movable and was separation. The comparatively high levels of
placed In the opposite jet shear layer at coherence exhibited for the cases involving
y/b - 1.0 over streamwise locations between streamwise probe separation even in this chaotic
0.25 < x/D < 20. The spectral coherence and phase region is further evidence of the presence of a
spectra were computed via FFT techniques for coupling between the near exit flow and downstream
selected streamwise positions of the movable locations.

probe. Figure It presents the measured . GLOBAL RESNANCE MECHANISM

fr equenc en corropond 1 nP to ocal max I mum The experimental results
spectral coherence for various positions of the presented in the
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previous section document the occurrnoe of resonance is to exist in the jet then the above

localized large-scale structure interaction events relation must be satisfied throughout the flow

in the developing two-dlmensional turbulent jet. field; in both the developing shear layers and in

The experiments also suggest that these events are the interaction region and early similarity

strongly coupled with the near exit shear regions beyond the jet potential core. It Is

Inyers. In this section a simple model for global apparent that the merging of the shear layers near

resonance is examined in light of the experimental the end of the potential core results in vortex

results presented. The model is based upon a pairing/destruction events as the symmetrically

feedback model proposed by Ho and Nossier (1981) arranged shear layer structures are forced to

for Impinging jet flows and extended by Ho and interact. It is necessary that the characteristic

Huang (1982) to mixing layers. resonant frequency f associated with the first

A requirement for resonance to occur between structural interaction beyond the end of the

two streamwise locations in a flow separated by a potential core at xpc (which will equal twice the

distance Ax is that the time for convection of length of the potential core) should satisfy the

vortical structures downstream plus the time for requirements of global resonance. Thus it follows

acoustic disturbances to propagate upstream must that

equal an integral multiple of the resonance N

period. This assumes that the feedback loop pc x dx

consists of downstream propagating coherent f KU (x)
0 m

vortical structures whose subsequent interations The measurements presented also indicate that

produce upstream propagating acoustic waves. significant changes in passage frequency with

These are believed to excite the nascent jet shear downstream distance occur primarily from vortex

layers to complete the feedback loop. pairing events. Since a passage frequency halving

Mathematically the above relation is then
occurs at pairing locations it is possible to

x0+Ax dx Ax N predict the occurrence of all vortex pairing

KU(x) a f ( events from the requirements of global resonancex0  m rem when one pairing event location along with the

where N integer, K = constant - Uc(x)/Um(x), corresponding structural frequency is known. With

Ue(x) is a structural convective velocity, Um(x) this in mind it could be said that

is the local mean centerline velocity, a = i

acoustic speed, x0 = the streamwise near exit 1 pc

location for the feedback node, fres = the where I corresponds to the "ith" event prior to

resonant frequency associated with the structural the interaction event at xpc and fi is the

interaction event and x0 - Ax - the downstream structural passage frequency associated with the

location associated with the vortex Interaction completion of the ith pairing event. In this

event. Measurements suggest that K = 0.6 which is manner negative i values correspond to events

in general agreement with the results of downstream of of Xpc- Substituting (4) in

Goldschmidt et al (1972). The value for N was equation (3) we obtain an implicit relaticn for

taken to be I. It may be noted that Laufer and event locations xi

Monkewitz (1980) have suggested that N 2 is

appropriate for axisymmetric jets. Since in the 21 f N (5)

case considered here x0 is approximately at the PC I dx

* nozzle lip and the flow is a low speed subsonic 0 KU5m(W

flow equation (1) reduces to Figure 11 compares the resonant frequencies

x and treamwise loeations pred Led by the
fN (2) requirements for global resonance (given that the

0 KUm(W fres i  potential core nominally ends at x/D 
= 

4.5 due to

where xi Is the location of the ith downstream the pairing event that occurs there) with modal

* large-scale structural interaction event and fres frequencies based upon measurement of spectral

Is the corresponding frequency. If global coherence. The agreement is qeen to be
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favorable. thickness. The dynamic mechanism hy which the

5. CONCL4USION roll up is altered is not presently completely

The measurements of jet development that have understood. However, detailed spectral measure-

been presented are in support of the existence of ments reported in Prakash (1986) suggest an

a global resonance mechanism operating in the interaction between the subharmonic of the most

planar turbulent jet. Measurements have amplified shear layer Instability and the mode f.,
is respoos B:hI, . Additional w rk involvinog

documented the following key eventn which are

Important In the development of the low: The application of higher order ,3pr.,!tra (i .,. tlie

roll-up of shear layer instability waves into a bicoherence spectra) are required to quantify this

symmetric array of vortices near x/D = 2.25, interaction.

symmetric structural merging events near xlD 4.5 ACKNOWLEDGMEITS
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RAYIIGE-DZEKM COUVECTION:

EIPZD UffAL BTUDY OF

TDU1-DEFPUDWrIITL&BILITIES

Beatrice Martinet and Ronald J. Adrian
Department of Theoretical and
Applied Mechanics
University of Illinois
Urbana, IL 61801, USA

flf vAA r aspect ratio - width/depth

The transition from steady thermal convection K thermometric conductivity - K/pc

to turbulent thermal convection in a horizontal V kinematic viscosity

layer of water (Prandtl number = 5.8) contained by p density

a square cavity of large aspect ratio (48.5) has

been studied using laser Doppler velocimetry. 1. IETROUCTION

Power spectra of the horizontal velocity Horizontal fluid layers heated from below

fluctuations were measured in the Rayleigh number become unstable to infinitesimal perturbations at

range from 30,000 and 99,000, wherein periodic, a critical Rayleigh number Rac - 1708. They

quasi-periodic, and broad-band time-dependent subsequently undergo a sequence of instabilities

instabilities coexist. At Rayleigh numbers as the Rayleigh number is increased, and at

greater than 32,000 a narrow band spectrum emerges Rayleigh number around 105 they become generally

chaotic, with smooth, broad-band spectra having no
that is probably associated with the oscill-atory dicralpek.AsufintyageRlih
instability of Busse (1972). The frequency of discernable peaks. At sufficiently large Rayleigh

this motion scales with K
2 /d modified by a Prandtl numbers, perhaps as large as 107 or 108, the

number factor. buoyancy-driven motions become fully turbulent.

Between 1ORac and 30Rac the frequency The succession of instabilities has been

undergoes three abrupt jumps while increasing investigated extensively using linear and non-

along an Ra
2 /3 power law. linear stability analysis and flow visual-

ization. Steady instabilities that have been

LIST O MuOLa identified include the basic infinitesimal

c heat capacity amplitude roll cells, (c.f. Chandraskhar 1961,

d depth of fluid layer Busse 1978), finite amplitude roll cells, and

f frequency hexagonal Benard cells (Busse 1967). the zig-zag

g gravitational acceleration instability of roll cells (Busse and Whitehead

H heat flux 1971), the cross-roll instability (Busse 1971),

k thermal conductivity and the skewed varicose and knot instabilities

Nu Nusseldt number - Hd/kAT (Busse and Clever 1979). Time-dependent

Pr Prandtl number - v/K instabilities include the fundamental three-

Ra Rayleigh number dimensional oscillatory motion of roll cells

Rac critical Rayleigh number - 1708 (Willis and Deardorff 1970, Busse 1972). time-

AT temperature difference across the dependent bimodal convection (Busse and Whitehead

fluid layer 1974), the time-dependent knot or collective

RUN- thermal coefficient of expansion instability (Busse and Whitehead 1974, Clever and
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Busse 1979), and the transient skewed varicose peaks are identified with various instabilities,

instability (Clever and Busse 1979). At high and the frequency of the oscillatory instability

Rayleigh numbers a "spoke" convection pattern has is studied as a function Rayleigh number.

also been identified (Clever and Busse 1979). Our reasons for undertaking this study are to

Host of these mechanisms are reviewed by Busse determine the transitional behavior for a

(1978). previously unexamined set of parameters, and to

The existence of one or more of these correlate these results with existing data in an

instabilities in a given convection system depends effort to construct a unified description of the

in a complicated, and sometimes sensitive, manner frequencies of the instabilities.

on the Rayleigh number, the Prandtl number, the

initial conditions of the experiment (including 2. EIPERINTAL APPARATUS

hysterysis effects), and the boundary conditions 2.1 Convection chamber

including geometry of the necessary finite The test section consisted of a rectangular

convection cavity, and the thermal properties of cavity 485 mm x 485 mm in horizontal dimension, by

the cavity walls (Riahi 1984, Busse and Riahi 10 Imm height. The upper and lower boundaries were

1980). The parametric map of all these effects is aluminum plates, and the sidewalls were

far from being fully developed, plexiglass. Figure 1 shows a vertical cross-

Time-dependent instabilities have been section of the apparatus. The lower plate (b)

studied experimentally for various Prandtl numbers rested in close thermal contact on a second plate

* and aspect ratios by Chen and wthitehead (1968), (a) of 38 mm thickness. The heat thiough the

Willis and Deardorff (1970), Krishnamurti (1970, lower plate was supplied by a resistance wire

1973), Busse and Whitehead (1974), Gollub, heating mat bonded to the bottom of Plate (a), and

Hulbert, Dolny and Swinney (1977), Ahlers and the thickness of Plate (a) was used to diffuse the

Behringer (1979), Gollub and Benson (1980), heat uniformly, providing homogenous conditions of

Gollub, HcCarriar, and Steinman (1982), and Gollub the surface of Plate (b). The upper plate (c)

and McCarriar (1982). The studies by Gollub and consisted of a 27 mm thick aluminum plate with two

co-workers involved LDV measurements of velocity counterflow cooling channels machined into it.

power spectra to study the transition to chaos and Cooling water was supplied from a temperature bath

evaluate the applicability of modern chaos maintained constant with a temperature stability

theories such as Ruelle and Takens' (1971) of ± 0.010 C.

conjecture on the production of chaos from the Temperature uniformity of the upper thermal

interaction of multiple independent but weakly boundary was studied by placing 14 thermocouples

nonlinearly coupled instability modes. HcLaughlin in the upper surface. The temperature of the

and Orszag (1982) addressed similar questions by lower surface was monitored using a single

means of numerical simulations, thermocouple inserted through a horizontal hole to

The purpose of this paper is to report a the middle of the test section. It was found that

study of the frequency spectra of convection at in the central 60% of the upper plate the

moderate Prandtl number (5.8) in a very wide layer temperature was constant with an accuracy of

with highly conducting boundaries. The spectra ± .01 C. Over the entire plate the temperature

are measured using an LDV to sense the horizontal varied by no more than .07' C. from minimum to

velocity at a single point near the center of the maximum. The largest changes occurred under

convection chamber, and the Rayleigh number is operating conditions near the edges of the plate

varied from a value below the onset of oscillatory due to sidewall heat loss.

instability, 30,000, to a value where the spectrum The thickness of the water layer was 10.0 mm,

indicates fully chaotic motion, 99,000. Frequency and its mean temperature range was 26.40-29.0* C.,
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corresponding to a Prandtl number variation from 6 instances it was as long as 48 hours. These times

to 5.6. The temperature drop across the fluid were shorter than the times reported by Gollub, et

layer varied from 1.41C up to 4C at the maximum al. (1982) to achieve full pattern adjustment, but

Rayleigh numbers studied in this experiment, long enough to give stable frequency spectra.

2.2 Laser Doppler velocimeter 3. EXPERIMNTAL USULTS

A single-channel, frequency-shifted laser

Doppler velocimeter was used to measure horizontal 3.1 Spectra

velocity fluctuations at the midpoint of the Measurements of velocity versus time and

convection layer, i.e. at the geometric center of associated power spectra are presented in Figure

rectangular plan form and halfway between the 3. The Rayleigh number is defined as

upper and lower plates. R gATd3

The optical arrangement of the laser Rn - v ' (I)

velocimeter is shown in Figure 2. The focal

length of lens LI was 380 mm, producing a where P is the thermal coefficient of expansion, g

measurement volume 3.4 mm long and 0.22 mm in is gravity, AT is the mean temperature drop across

diameter defined at the e 2 points. Light was the fluid layer, d is the depth of fluid layer

collected through a lens L2 which viewed the and v and K are the kinematic viscosity and

measurement volume at an angle of 300 to the optic kinematic conductivity, respectively.

Saxi. Using a 0.2 mm pin hole in front of the At Ra - 30,000, spectral energy is

photomaultiplier tube, the off-axis light concentrated in a peak at very low frequency,

collection reduced the length of the measurement dropping down to a uniform level of nearly white

volume to approximately 0.3 -. instrumental noise. At Rn - 32,000, a second

The signal from the PH tube was demodulated spectral peak approximately 10 times larger than

* using a TSI model 1090 frequency tracker, modified the instrumental noise level appears at a

by the addition of a 0-50 K}Iz low frequency frequency of approximately 20 mlz. Increasing Ra

range. After low pass filtering, the tracker's to 38,500 produces a third spectal peak, increases

output signal was digitized at a rate of 20 Hz and the broad band noise, and increases the amplitude

recorded for a period of 820 seconds. The 16 of the first spectral peak. Thereafter,

Kword data record was analyzed by fast Fourier increasing the Rayleigh number also increases the

transform to obtain power spectra, and 5 to 12 high frequency spectral energy density of the

records were obtained for each Rayleigh number and first peak and broadens each peak, making the

averaged to produce the power spectra used in the third peak less recognizable. At Rn = 64,500

data analysis. the third peak can no longer be recognized, and

the spectrum exhibits the broadband frequency
2.3 Experimental Procedure behavior characteristic of chaotic motion.

Changes in the Rayleigh number were produced Between Ra - 50,000 and 64,000, the level of the

by incremental changes of the heat flux in the broad band spectrum increases substantially in the

lower plate. Following each change, the low frequency range up to 50 mz, and between

convection underwent transient adjustment to the Re - 64,500 and 99,000 the energy level of the

new heat f lux. The transient was judged to be broad band component increases by a factor of ten

over when the temperature fluctuations in the over the entire frequency band.

temperature difference between the two plates The behavior of the present spectral data is

caused Rayleigh number fluctuations less entirely consistent with that of Gollub, et.al.

than t 0.8Z. Typically, the stabilization (1982) who also measured spatial patterns in

time was 12 hours, but in some instances the horizontal planes using a scanning LDV. They

period was as short as 5 hours, and in other
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identified the large spectral peak centered at between velociy and displacement would produce a

zero frequency with the time-dependent form of the harmonic by two-wave mixing.

skewed varicose instability. Its time scale, of The spectral peaks of the oscillations in the

order 400 seconds, is much shorter than the time present e,-periment have much broader line-width

scale for evolution of the horizontal plan form of than those observed in a small aspect ratio

the convection pattern. The time scale of the chamber by Gollub and Benson (1980), indicating

latter is of order 100 hours, much longer even that the frequency is much more deeply

than the time for horizontal diffusion of heat modulated. This increased modulation probably is

across the width of the convection cell. Gollub, the result of less restrictive side-wall

et.al. (1982) associate the second spectral peak conditions which permit many different patterns of

with Busse's oscillatory instability, on the basis convection to form. In the limit of rvbm, it is

of the undulating roll-like patterns they well known (Busse 1978) that the orientation of

observed. This identification is not entirely roll cell patterns suffers pattern degeneracy,

consistent with stability theory , since Busse and while in finite cavities the rolls tend to orient

Clever (1979) argue that the dominant mechanisms themselves so as to terminate perpendicular to the

at Prandtl numbers of order unity are the skewed lateral boundaries.

varicose instability and the knot instability, the In further contrast to Gollab and Benson's

oscillatory mechanism normally being restricted to small rv spectra, our spectra exhibit no evident

small Prandtl numbers. However, several facts sub-harmonic instabilities nor do they exhibit

support the idea that the oscillatory instability significant energy in spectral peaks located at

is present in our experiments. First, it is frequencies in commensurable with the fundamental

generally agreed that the time scale of the frequency of the oscillatory instability.

oscillatory instability corresponds to the time 3.2 Frequency of Oscillation

for a fluid element to circulate around a roll The mean frequency of the second peak

cell, (Krishnamurti 1970, Busse and Whitehead, increases with increasing Rayleigh number, Fig.

1974). In our experiments the velocities are of 5. Comparison with results of other

order 0.02 cm/s and the depth is 1 cm, yielding a investigations at approximately similar Prandtl

50 second time scale, in close agreement with the numbers indicates a strong effect. When scaled

frequency of the second peak. Second, the value with the thermal diffusion time scale d
2
/IK the

of Ra - 32,000 at which the second peak first frequencies measured in these experiments

occurs is close to the stability boundary for the correlate better, Fig. 6. In Fig. 6 the cross-

transition from steady 2-D roll cells to time hatched region indicates the range of frequencies

dependent flow presented by Krishnamurti (1973) at found by Krishnamurti (1970) for Prandtl numbers

Pr - 5. between 0.71 and 8500. Krishnamurti's (1970)

The frequency of the third spectral peak that water data at Pr - 6.8 agrees well with our

arises at Rn - 38,500 is nearly double that of the results at Pr = 5.8, but our resutls continue to

second peak, indicating that it is a harmonic of differ significantly from the water data of Gollub

the oscillatory instability arising, presumably, et. al. (1982) at Pr + 2.5. Each of the foregoing

from non-linear interactions. It is certainly experiments were performed in cavities of

plausible that oscillatory instability waves reasonably large aspect ratio, so the discrepancy

propagating along the axes of adjacent or between the present data and those of Gollub, et.

neighboring roll cells would produce harmonics. al. (1982) is probably a Prandtl number effect.

Lateral displacement of each roll with respect to In Fig. 7 the Prandtl number dependence has

the other would be proportional to the sum of the been reduced by re-scaling that dimensionless

instability waves, and the non-linear relationship frequency with a factor Pr
- 0 3

. The correlation
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proposed by Willis and Deardorff on the basis of increasing Rayleigh numbers, and then changes

limited data used a Pr- 0 .6 power that does not abruptly. The occurence of such phenomenon at

collapse the present data as well. The re-scaled large aspect ratios argues against the wave length

data correlate along a single curve corresponding being determined by a condition imposed by the

to the frequency of the oscillatory instability side walls on the number of roll cells, especially

peak. The data labeled f2 were found from the since the fractional magnitudes of the frequency

second fundamental frequency identified in the jumps are large compared to the change that might

Gollub and Benson (1980) experiment. They are be expected if the number of roll cells across the

clearly isolated from the main body of data, and width of the cavity were to change by one.

the conclusion must be that they are associated However, it is difficult to avoid concluding that

with an instability mechanism distinct from the the jumps are the consequence of some form of

oscillatory instability. The mechanism of the resonance condition.

higher frequency instability may be the knot Various studies of the frequency of

Instability that Busse and Clever (1979) expected oscillations in convection have indicated the

in this range of Rayleigh numbers and Prandtl prevalence of an Ra2/3 power law relationship. As

numbers, in which case the data show the co- noted by Busse and Whitehead (1979) their data and

existence of three modes of instability: skewed the data of Roseby (1966) and Krishnamurti (1970)

varicose, oscillatory and knot. The co-existence could be represented by fdK . Ra2 /3 , albeit with

may not be simultaneous. Velocity traces indicate considerable spread. Howard's (1966) high

intermittent hopping between modes. Scatter of Rayleigh number thermal boundary layer theory

the data in the range Ra>37 Rac where f2 exists predicts an Ra2/ 3 law, as does Foster and Waller's

may be the result of intermediate frequencies (1985) more recent work, in the case where the

produced by non-linear mixing of fl and f2 - Nusseldt number is proportional to Ra1/ 3 so that

Below 37 Rac the dimensionless frequency the heat transfer ratio is independent of the

repeatedly remains constant over significant layer depth.

ranges of Rayleigh number, then jumps abruptly to An examination of Fig. 7 shows that the mean

a higher value. Three frequency jumps are evident shape of the staircase curve formed by the

at Rayleigh numbers 15, 23 and 39 times succession of frequency jumps also follows an

critical. The jump at 23 times critical is close Ra2/3 power law relatively well. This appears in

to the value for transition to time-dependent flow fact, to be the explanation for the success of

found by Krishnamurti (1970). At each jump the fitting an Ra2/3 curve to earlier data. The fact

frequency increases by a factor of approximately that the frequency jumps occur along an average

1.25. Data along this portion of the curve all Ra2 /3 curve suggests that they are manifestations

correspond to aspect racio greater than 10, and of transitions made by the flow structure to

* they consist mainly of results for moderate mimimize the influence of the layer depth

Prandtl numbers, with the exception of one point parameter. These adjustments may in fact be

for air. Thus, each of these experiments is transitions from one mode of flow instability to

expected to have essentially similar combinations another. For example, the jump at 23 Rac is close

of instabilities, and it is reasonable to find to the location of the transition to time-

* correlation of the frequency jumps in the various dependent flow found by Krishnamurti (1970).

Nexperiments once the Prandtl number dependence is However, transitions at aRec and 2 9Rac are not

removed, predicted by existing theories for moderate

The frequency jumps suggest a resonance Prandtl numbers, and it should be born in mind

phenomenon in which the average wave-length of the that the frequency data do not correspond to a

instability remains constant over a range of jump from one spectral peak to another.
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It is obvious that the frequency is low frequency (I mHz) associated with slow lateral

independent of depth when the dimensionless motion of the roll cells. The skewed varicose

frequency obeys a two-thirds law. More detailed instability accounts for a large fraction of the

dimensional arguments show further that the two- spectral energy, its amplitude beicg comparable to

thirds law also corresponds to an Ra
1/ 3 

law for or larger than the amplitude of a faster ('.20 mHz)

the Nusseldt number, implying that the heat oscillatory instability. With increasing Rayleigh

transfer state is also independent of the layer number the oscillatory instability produces a

depth. Hence, the transitions occur in such a way second harmonic, and a broad-band spectrum grows

as to render to heat flux and the frequency until the spectral peaks are no longer evident at

dependent only upon the diffusive processes at the Ra - 99,000.

wall.* Frequencies of the oscillatory spectral peak

As noted earlier, the period of the have been correlated for a range of Prandtl

oscillatory instability is determined by the time numbers centered around Pr = 5. Between 10 Rac

for a fluid particle to orbit around a roll cell and 30 Rac the frequency makes three abrupt

from the bottom to the top of the layer and back transitions, only one which, at 23 Rac, may be

again. For this period to be independent of layer associated with a known transition from steady to

depth, the fluid velocity must be exactly right so time-dependent instability. The frequency jumps

as to match the time period of the diffusive generally occur around a curve that follows on

processes at the wall. For a given type of Ra
2/ 3 

power law.

spatial structure, this relation can only be

maintained over a limited range of Rayleigh ALZU ED M
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EXPERIMENTS ON THE INFLUENCE OF MEAN FLOW
UNSTEADINESS ON THE LAMINAR-TURBULENT

TRANSITION OF A WAKE

R.S. Solis, R.W. Miksad, and E.J. Powers
College of Engineering

The University of Texas at Austin
Austin, Texas 78712

ABSTRACT

The role of low frequency mean flow
unsteadiness on the transition to turbulence of a laminar
wake was investigated. Low frequency unsteadiness
was generated in a low turbulence wind tunnel test (Miksad, et al., 1985). The frequency of occurrence of
section by periodically varying the cross-sectional area these events was found to correspond to the modulation
of a sonic throat located downstream of the test section. frequency, fnl.
In the linear stage of fluctuation growth in the wake, The present set of experiments was conducted in
mean flow unsteadiness acts to modulate the amplitude order to study the effects of low frequency modulations,
and phase of the growing instabilities and leads to the at frequencies fm, generated by mean flow unsteadiness

generation of sidebands in the velocity power spectrum. on the transition. Experiments were conducted for six
Low frequency modulations, whcther induced by mean sets of flow conditions. These Include steady ar,a
flow unsteadiness, or by nonlinear interactions of unsteady mean flow experiments under "natural" and
growing instability modes, act to accelerate the "controlled" conditions. A description of the unsteady
redistribution of spectral energy as the flow evolves to mean flow is given in Section 2. In "controlled"
turbulence. transition, low level sound is used to excite instability

modes of the wake at frequencies which fall within the
1. INTRODUCTION band of the naturally most unstable frequencies in the
The importance of low frequency modulations on the wake. Two types of controlled transition experiments
transition of a laminar wake to turbulence has been were conducted. In the first type, called "single
studied by Miksad, et al. (1982, 1983) and Jones (1982). instability excited" transition, the most unstable mode of
In steady mean flow experiments cited above, low the wake, at frequency fo-557 Hz, was acoustically
frequency modulations at frequencies fnl, generated via excited. In the second type, called "double instability
nonlinear interactions between unstable modes, were excited" transition, both the most unstable mode at f0
found to produce amplitude and phase modulations of and a second instability mode at frequency f1,567 Hz
growing instability fluctuations in the wake. One effect of were acoustically excited. This gave a difference
amplitude and phase modulations, at frequency fnl for frequency mode due to nonlinear interactions between

example, is to "broaden" the sideband structure which f0 and fj of fnl, 20 Hz. Results are presented here for
* surrounds the fundamental instability frequency, f0 , by three conditions: I) steady mean flow, one instability

adding additional frequency components with energy at mode excited, II) unsteady mean flow, one instability
frequencies fo±nfnl. In addition to spectrum sideband mode excited, and III) unsteady mean flow, two
broadening, low frequency modulation appears to be instability 'nodes excited.
linked to the sudden interruptions in the instantaneous All experiments were conducted in a low

- velocity trace which seem to presage the final turbulence wind tunnel. Fluctuation measurements were
randomization stage in the transition to turbulence taken in the wake of a thin airfoil of maximum thickness
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.31 cm and chord length 20 cm. The wind tunnel test linear growth region of the growing instabilities. The

section is 20 cm x 20 cm by 80 cm in length. The mean cross stream location of the wake fluctuation .

flow velocity, U0 , was 8.3 m/s. The Reynolds number measurements coincides with the location of the

based on the mean flow velocity and the initial halt width maximum rms fluctuation amplitude. Amplitude and

of the wake, bo , was 640. The wake flow generated was phase modulations of the velocity fluctuations are clearly

initially laminar, but unstable. The basic flow geometry evident in the set of experiments in which mean flow

is shown in Figure 1. unsteadiness has been imposed (bottom figures),

whereas modulations are absent the top set of figures

2. GENERATION OF UNSTEADY MEAN FLOW representing steady mean flow conditions.

Periodic, small amplitude mean flow Modulation of the velocity fluctuations in the linear

unsteadiness of the form U(yt) = region was studied by Shen (1961), who considered the

[1+Eosin(27cfmt+0)]°U0(y) was introduced in the wind effect of mean flow unsteadiness on the growth and

tunnel test section by varying the cross sectional flow decay of instabilities for a general class of shear flows of

area of a sonic throat located downstream of the test the form:

section. In the free stream, the ratio of the mean flow U(y,t)=T(t)oU(y) (1).
variation amplitude, cU 0 , to the mean flow amplitude, In such flows, instability fluctuations will exhibit

U0 , was c=.03. The phase, 0, of the mean flow variation amplitude and phase modulations. The stream function

was essentially constant throughout the freestream, but solution for the instability fluctuations can be expressed:

was found to vary across the wake. The ratio of the
unsteady mean flow frequency, fm=33 Hz, to the natural T = f(y) - exp(o.x+ClEsin2nfmt)

instability frequency of the wake, f0 , was (fm/f0)=.057. exp[i(kx27tfOt+C2esin2nfmt)]

Spectra of the mean flow variations in the free stream
showed no harmoic d;stortion in the sinusoidal mean -g(xY)'(l+Esin2tfmt)°exp[i(kx2f 0 t+C2ESin2fmt)

flow waveform . The resulting velocity fluctuations can thus be viewed as
consisting of a carrier wave, exp[i(kx-27tf0 t)], modulated

3. EXPERIMENTAL RESULTS in amplitude and phase at the unsteadiness frequency,

The initial most evident effect of mean flow fm. The frequency of the carrier wave, f0 , corresponds to

unsteadiness on instabilities growing in the early region the frequency of the most unstable mode in the wake.

of the transition is the production of amplitude and To a first order approximation, the mean flow velocity

phase modulations. Shown in Figure 2 are variations in the present experiments can be expressed

measurements for single acoustic control experiments, in the form given in equation (1), and the generation of

both steady mean flow (top set of figures) and unsteady modulations at fm is expected.

mean flow (bottom set of figures). Shown for each set The effect of modulations at frequency fm on the

are, from top to bottom: a) normalized free stream velocity power spectrum is to introduce sidebands about
velocity, Ufs(t)/U0, b) normalized streamwise velocity the carrier frequency, f0 , at frequency components

component of the wake fluctuation, u(t)/U 0 , c) computed fo±nfm, where n is integer. A similar sideband structure

amplitude demodulates of the wake fluctuations, AM(t), also appears about the harmonics of the fundamental,

and d) computed phase demodulates of the wake nf0 , as nonlinear effects induce growth of the harmonics.

fluctuations, PM(t). The amplitude and phase The type of sideband structure described is evident in

demodulates are defined: Figure 3, which shows the velocity spectrum of the
u=C(l +AM(t))-cos(27cf 0 t+PM(t)). unsteady mean flow time trace shown in Figure 3. In

Digital complex demodulation at frequency f0 yields Figure 3, it is seen that the carrier frequency, f0m587 Hz,

AM(t) and PM(t) (Khadra, et al., 1981). Wake velocity is flanked above and below by waves at frequencies

fluctuation measurements shown in Figure 2(b) were fsideband - fo±nfm, where fm 33 Hz.

taken at downstream location x/b 0 =9.1 and lie within the
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, -, When two instability modes are excited, as in the sidebands of the harmonics, mf 0 ±nf i , will act to fill the

experiments conducted by Miksad, et al. (1982,1983), a spectral valleys. (See Figure 4.) More sidebands

second independent source (the first being mean flow appear in the fluctuation spectra of unsteady flow,

unsteadiness) of amplitude and phase modulations is double instability excited experiments than in spectra of

introduced. When both mean flow unsteadiness and either of the other two rases. Because of this, one might

multiple instabilities are introduced into the flow, each expect a higher degree of nonlinear activity in unsteady,

acting as an independent source of modulations on the double frequency excited experiments, than for either of

velocity fluctuations, one is naturally led to search for the other two sets of experimental conditions. Squared

multiple tone modulation effects. In multiple tone bicoherence spectrum measurements, presented in

modulation, modulations produced by independent Figure 6, indicate that this is the case.
mechanisms at frequencies fi and fj generate sidebands, The squared bicoherence spectrum is defined

at frequencies fo±nfi and f0±nfj about the fundamental, (Kim, et al., 1978, 1979):

as in single tone modulation,. However, sidebands also
appear at new frequencies fo±nfi±mfj. Multiple b2 (fi,fj) = IoijL12

sidebands of this type can be seen in Figure 4, which E[IX(fi)X(fj)12 ]E[IX(fi+fj)I 2 ]

shows the velocity spectrum for unsteady flow, double
instability excited experiments. Measurements in Figure where B(fi,fj) = E[X(fi)X(fj)X*(fi+fj)], E[ ] is the expected

4 were taken at the same streamwise location as for the value operator, the superscript * denotes the complex

spectrum shown in Figure 3. In Figure 4, the carrier conjugate, and X(fi) is the Fourier amplitude of the time
frequency is at f0 = 587 Hz. Modulations occur at series x(t), in this case of the velocity fluctuation in the

frequencies fm = 33 Hz due to mean flow unsteadiness, wake. The bicoherence, b2 , is bounded by 0<b 2 <1,

and fnl = 20 Hz due to nonlinear interactions between where values near 1 indicate strong nonlinear coupling
modes f0 = 587 Hz and f1 = 567 Hz. For example, the between waves at frequencies fi, fi, and fi+fi. Values of

spectrum in Figure 3 shows the carrier mode, to, b2 near zero indicate the lack of nonlinear wave."  sideband components fo±nfnl and fo±nfm, and cross coupling.

--, modulation sidebands at frequencies f0+2fm-fnl (633 Presented in Figure 6 are bicoherence

Hz), fo-2fm+fnl (541 Hz), etc. Simultaneous modulations measurements for all three experimental conditions.

of the velocity fluctuations by both mean flow Contour levels in Figure 6 are for b2 =.3, .6, and .9.
unsteadiness, fm, and the low frequency mode, fnl, Regions for which b2 >.9 are shaded black. Those for

generated by nonlinear interactions, clearly act to which .6<b 2<.9 are stippled. Each measurement was

broaden the spectrum surrounding the fundamental taken at downstream location x/b0=91. (This

instability more completely than if eithe- modulation streamwise location is between the linear growth region

mechanism were operating alone, and the fully turbulent region of the wake.) Note first that

The final stages of the transition to turbulence of for steady flow, single instability excitation, nonlinear

the laminar wake are characterized by a spectral wave coupling, as indicated by high levels of b2 , is

broadening about the fundamental and harmonics; a restricted to the fundamental and to its harmonics. That

redistribution of fluctuation energy from regions high in is, the fundamental, f0 , is nonlinearly coupled to the first

energy to those low in energy (i.e.. a filling in of spectral and second harmonics, 2f0 and 3f0 respectively, and the

* valleys); and by a decay of the coherent energy at the first harmonic is nonlinearly coupled to the second and

. fundamental and harmonics. One mechanism by which third harmonics. Wave coupling combinations which

energy can be redistributed from regions of high energy, might broaden the spectrum by generating frequency

spectral peaks, to those of low energy, spectral valleys, components other than those at nf0 are simply not

is that of cross-sideband nonlinear interactions. That is, evident.
new fluctuations produced by nonlinear interactions With mean flow unsteadiness imposed,
between sidebands of the fundamental, fo±nfi, and bicoherence contours at (fm,nfo±mfm) in Figure 6

,.
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indicate that low frequency modes are coupled with the has become evenly spread throughout the spectrum by

fundamental and harmonics to generate a sideband this point. %

structure about the fundamental and the harmonics. Under both unsteady mean flow conditions, the

Thus, some spectral broadening, in the form of randomness factor, Figure 8, is relatively large even in

sidebands,.is indicated, the early stages of the transition. This is due, in part, to

When both mean flow unsteadiness and multiple the energy contained in the sidebands, nfo±mfm. The

instabilities are present, the bicoherence contours take randomness factor is larger for double instability

on shapes different than those in the first two cases. In experiments that for single instability excited

this case, high levels of bicoherence lie along diagonal experiments under unsteady mean flow conditions. This

bands of fi+fj = constant, where the constant reflects the enhanced sideband structure (Figure 4) and

corresponds to frequencies lying in spectrum valleys nonlinear activity (Figure 6) seen in unsteady mean

between the fundamental and harmonics. This type of flow, double instability excited experiments. Finally, the

band structure, similar to that documented by randomness factor approaches 1 more rapidly ( at

Jones(1982), is indicative of nonlinear coupling x/bO400) under both unsteady mean flow conditions

conducive to spectral valley filling, than in steady flow, showing that mean flow

Shown in Figure 7 are spectra for all three unsteadiness has the effect of accelerating the overall

experimental conditions at downstream location transition.
x/b0 =364, in the final stage of the wake flow before full

* turbulence is attained. Clearly, in the two experiments in 4. CONCLUSIONS

which mean flow unsteadiness was imposed, a more Experiments were conducted in order to study the

complete distribution of fluctuation energy to spectrum effects of mean flow unsteadiness on the transition of a

valleys exists by this streamwise location. In both laminar wake to turbulence. Results presented for three

unsteady flow experiments, not only are the spectral sets of experiments under controlled conditions show

valleys more completely filled, but the amplitude of the that mean flow unsteadiness induces amplitude and

coherent modes, at frequencies nf0 , are diminished in phase modulations in the linear region of the transition.

comparison to the steady flow spectrum. Mean flow unsteadiness and multiple instability modes

A final measure of the accelerating effect of mean can each generate modulations independently. These

flow unsteadiness on the transition to turbulence is modulation mechanisms, when combined, produce

presented in Figure 8. Shown in Figure 8 is the multiple tone modulations in the linear region which

streamwise evolution of the ratio of energy in the broaden the velocity spectrum. Further downstream,

%"random" components of the spectrum (i.e.. those modes mean flow unsteadiness aids in the overall

not at frequencies nf0 ) to the total fluctuation energy. redistribution, or randomization, of energy in the velocity

This quantity, called the "randomness factor", spectrum, leading to an overall acceleration in the

approaches 1 as the flow becomes turbulent (Sato and transition to turbulence. Results of experiments

Saito, 1975). Basically, the randomness factor gives an conducted under "natural" conditions (i.e.., in the

indication of the completeness of spectrum valley filling absence of acoustic excitation), not presented here,

V and of the decay of coherent modes, nf0 . indicate that mean flow unsteadiness also accelerates

As shown in Figure 8, the randomness factor the overall transition under those conditions.
remains small in the transition region x/bo<300 for

steady mean flow, single instability excitation 5. ACKNOWLEDGEMENTS
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FIGURE 6. BICOHERENCE SPECTRUM, b (ij), x/b0=91.
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FIGURE 8. RANDOMNESS FACTOR.
STEADY FLOW, SINGLE

* FREQUENCY EXCITATION- 0
UNSTEADY FLOW, SINGLE
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A NEW METHOD FOR MF.ASIJR[NC IN

'ItR AM SMALI 1 SCA 'I I SATIC I'RES;IIRI,

FLUCTUATIONS WITH APPLICATION TO

WIND-WAVE INTERACT IONS

Jean-Paul GIOVANANGELI

Institut de M~canique Statistique

de la Turbulence, Marseiile, France

ABSTRACT S : wave spectrum

A new method for measuring in stream small- U Instantaneous air velocity vector

scale pressure fluctuations Is presented. The U air velocity outside the boundary layer

higher capahl ifty of the method I with r.k.rd I- Lho X f tch

classical one, particularly over laboratory wind a: Instantaneous Incidence angle of the air velo-

waves, is proved. First observations of the air city

pressure fluctuations have been done over the air n instantaneous water level

water interface during laboratory experiniits on ' ph.ise shift

wave generation. The results show that, for pure . wave energy amplification ratio

laboratory wind waves at short fetches, a strong P non dimensional energy transfer ratio by

coupling exists between air and water motions and pressure work

that the energy transfer from wind to the waves

seems duemainly Lo tht, work done by the wav indu- F.M no Ml morated by Miles theory

red pressure fluctuations.
Pa air density

LIST OF SYMBOLS pw water density

C wuvo- phase ctlotrlLy

Cg: wave group celerity I. INTRODUCTION

Coh coherency The determination of the static pressure

Cps pressure coefficient for at itI proqsiiro- flotuatlons t.4 knowu to he of crucl [mportanco.

sensing head in many fluid flow studies. Of particular interest

Cpt : pressure coefficient for a total pressure here is the fluctuating pressure in air right

sensing head above the air-water interface during the stages of

g gravItattonal icceleration wavo generation (Phitllps, 1957 , Miles, 1957).

n frequency Some experimental works were done in the past in

p instantaneous static pressure this respect. They are limited and have been con-

* p: measured instantaneous static pressure fined to measurements either above ocean gravity

pt nnItm'i. '' ,I i r.osnrt
,  WIvc'i (Longuil -II l on t-I el .lI., I94 1 ; I 1.h oun

Ptm measured Instantaneous total pressure L971 ; Elliott, 1972 ; Snyder et al., 1981) or

p'(t) static pressure fluctuation over two dimensional laboratory mechanically gene-

Qpn quadspectrum between static pressure fluctua- rated waves (Shemdin and Hsu, 1967 ; Latif, 1974

lions and water level deflections Papadimitrakis et al., 1984 ; Young and Sobey,

S p static pressure fluctuations spectrum t985).

Spt total pressure fluctuations spectrum The air pressure fluctuations were meaarod
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using static pressure sensing heads. The results ronyonents were measured using simultaneously two

concerning open field observations show a large X wires DISA model P61 with four constant tempera-

scatter and are in poor agreement with theory. ture anemometers DISA model 55M01. The order of

Laboratory experiments are difficult to make and magnitude of velocity fluctuations lead us to use

to analyze because mainly the small amplitude of digital techniques and a non-linear cooling law

pressure fluctuations, the dynamic pressure noise for the wires (Giovanangeli, 1980).

and the acoustic effects due to the wave maker and The pressure sensor T.S.I. model 1412J wh[i

the fan. Further specific observations are thus has been used is a bleed type pressure transducer

needed and particularly over waves generaded by decrihed In detail by Jones (1q81). The main cha-

the wind in wind wave facilities. racteristics (sensivtties and frequency response)

This article reports on a series of experi- of the probe have been studied by Giovanangeli

ments conducted in Laboratory in order to measure (1986). The pressure sensitivity of the sensor is

small scale static pressure fluctuations in a equal to 10 mV/mm H20 and is constant up to 1 KHz.

turbulent boundary Layer above a wind wave field. Furthermore, the phase shift between mechanically

A critical analysis combined with the results of generated pressure fluctuations and probe voltage

experiments intended to better precise the respon- fluctuations is equal to zero.

se of a static pressure tube for the flow confi- The static pressure sensing head which has

* guration Lead us to raise basic questions about been used is decribed on the Figure 1. It consists

the accuracy of the classical method. k new tech- in a classical static pressure tube of 2mm outer

nique is consequently proposed. diameter with four pressure holes. The distance

Comparisons of the performances of the new between the hemispherical tip and the holes is

method and the classical ones were conducted equal to 13mm. The sensor was located inside the

during a series of tests and experiments. Finally tip.

the newly designed device was used to determine

the wind pressure field in the close vicinity of -Lx l3mm-4 TSI. pressure sensorl
the air-water interface during experiments on wave : r = --

generation by the wind in a laboratory air-water

facility. First measurements of the work done by 60MM

the pressure forces are given and compared to the

wave amplification ratio. Fig. I - THE STATIC PRESSURE PROBE

A total pressure sensing head has been used

2. THE FLOW CONFIGURATION AND THE EXPERIMENTAL likewise. It is a 2mm outer diameter tube, 1.6mm

SET UP inner diameter, 50mm long (see figure 2).

The experiments were carried out in the 1/5

scale model of the large I.M.S.T. wind-wave faci-

lity described in detail by CoantLc and Favre 4 1 _
2,,,m 1.6o ,u- TS.1 pressure sensor

(1974). It is an air-water facility with a water a._ _rzzz77777777----

tank of 8.6m Long, O.60m large and 0.26m deep. The _ _50 mm

air tunnel is 0.28m high and the flow speed can be

varied from 0.5 to 15 m/s. Fig. 2 - THE TOTAL PRESSURE PROBE

The water surface deflection was measured For data processing, the output voltage of

using two capacitance wave gauges of 0.3mm outer each sensor were stored numerically on a Hewlett-

diameter with DISA model 55E capacitance measuring Packard model 2100 A computer after digitization

unitq. Th- rn1ral s , of the probes was at 312.5 Hz. Low-pass analog linear filters were

of 0.6 V/cm. used to prevent aliastng. Fast Fourier Transform

The three Instantaneous air velocity techniques were used to estimate statistical
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properties (auto and cross-spectra). defined by the formula (1) for U - 7.5 m/s and for

For the greater part of the experiments, the different values of a . Each point of the curve

probes were operated at a fetch X equal to 3.5m. has been obtained using a pressure sensor Baratron

The mean value U of the air velocity outside the Model MK2 because the velocity sensitivity of the

boundary layer was equal to 6 m/s or 7.5 m/s sensor at low wind speeds (Giovanangeli, 1986).

20 10 a .10 .20 (dg-s

3. THE NEW METHOD I o r-- To-- ts

3.1 Response of a static pressure tube in a

turbulent flow

The use of steady-flow techniques for static 5

pressure fluctuations measurements lead to raise

four basic questions are : the magnitude of the

turbulent scales which can be observed taking into 10

account the measuring volume of the probe cP)

(Bradshaw, 1971 ; Hinze, 1975) the dynamic pres-

sure effect when the flow velocity direction Is Fig. 3 - PRESSURE COEFFICIENT OF THE STATIC PROBE

misaligned with the probe axis (Dobson, 1974), the VERSUS WIND DIRECTION

development of a wake on the probe (Fohr, 1979)

and the acoustic noise effect. C is different from zero if a is diffe-

Each particular point cited above was consi- rent from zero. The relation ship C, = C (a)

dered in a series of tests and experiments which has been fitted by a fifth degree polynomial
consisted to study the response of the static curve. PreLiary experiments using the two X

pressure tube described in figure I and operated wires in Lt close vicinity of the waves showed

In a turbulent boundary layer over a laboratory that the instantaneous angle a(t) can be largely

wind-wave field. greater than ten degrees and then C cannot be

Considering the values of the scales of the considered as zero.

generated waves and of the turbulence, it appeared The other important point is concerned with

at first that the size of the classical static the development of a turbulent wake on the probe

pressure probes used by others is not suitable for when U is not equal to zero as shown by Fohr

wind tunnel observations. The probe described in (1979) using visualization techniques. It can be

figure 1 doesn't allow to observe scales smaller shown here that this effect can largely modify the

than 13 mm. , measured pressure spectrum. For this purpose, the

As far as the second point is concerned, it probe was operated in the turbulent boundary layer

Is well known that when the angle ot between the for different values of the mean angle c. For each

axis probe and the air velocity 'u is different experiment the air velocity was equal to 7.5 m/s

from zero, the measured pressure pm is equal to : and the distance of the probe above the mean level

Pm . P + Pa • C s ) I U 2 (1) of the Interface was constant.

The figure 4 presents the evolution of the

where is the aIr densIty, Cs a negative pressure spectra determined for X= 0, 5", 10",

value "pressure coefficient" depending upon 7X. and 150. For the frequencies Lower than 60 Hz, the

Various Investigators considered from statistical spectra are clearly different. For example at 5 Hz

considerations (Jones et al., 1979 ; George et the pressure spectrum determined for x - 150 is

al., 1984 ; Ellott, 1972 ; Snyder et al., 1974 equal to seven times the spectrum determined for

Miksad, 1976) that pressure coefficient C could - .
.

be considered as constant and approximately equal Finally, the acoustic effects have been

to zero. The figure 3 shows the evolution of C determined roughly by operating successively the
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cannot be measured with an acceptable accuracy by

- using a classical pitot static tube.

3.2 Response of a total pressure tube in a

in, turbulent flow

As for the static pressure tube, the response

of the total pressure tube, shown in figure 2, was

studied for the same flow conditions. One can

considered at first sight that the total pressure

0 fluctuation can be measured for turbulence scales

which are an order of magnitude less than for

---- L-- L -- -L -i_- static pressure fluctuation by using static pitot
fl~l 0" 00' totbe

n (lz) tube.

Fig. 4 - STATIC PRESSURE SPECTRA MEASURED USING As far as the velocity incidence effects are

THE STATIC PROBE FOR DIFFERENT VALUES concerned, the Figure 6 presents the evolution of

OF THE MEAN WIND DIRECTION the "total pressure coefficient" Cpt defined by

1 - 00, 2 : = 50, 3 : = 10, 4 :" = 5 tm Pt +  
(2)

S probe, with U = 6 m/s and x = 0', inside and out- where ptm is the measured total pressure, pt the

side the turbulent boundary layer. The figure 5 true total pressure and a the incidence angle of

shows the measured pressure spectra for the two the air velocity. As found by others investiga-

cases. The signal to noise ratio depends on the tors, the value of Cpt can be considered equal to

frequency and is equal to 10 db at I Hz and to 0 zero for a laying between ± 12
°

. It reaches 0.01

db at OO Hz. for a -± 15%
. 

The curve Cpt = Cpt(O) has been

,. , ,fitted too by a fith polynomial curve in ao for

N (0 12.

2- - I % - o, n a to0 .o .'%,o n(degrees}

N N I
J/

o to 0*,

n (11) Fig. 6 -PRESSURE COEFFICIENT OF THE TOTAL

Fig. 5 -PRESSURE SPECTRA MEASURED USING THE PRESSURE PROBE VERSUS WIND IRECTON

STATIC PROBE INSIDE (1) AND OUTSIDE (2) The wake effects have been Investigated by
THE BOUNDARY LAYER measuring th~etotal pressure fluctuations spectra

Considering the above results and tatting for two values of the mean incidence angle keeping

into account the order of magnitude of the instan- constant U - 7.5 m/s and the distance of the probe

taneois ingle i close to the waves, it appears above the mean water surface level. Figure 7 shows

& clarl tht fr th flw cnfiuraton f Ite- the evolution of the measured total pressure spec-

rest here the small scale pressuirp fttirtijattons tra for 
= 0* and a - 15%

.
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sure fluctuations spectra measured instd and

to, r- - -1 nj-- T1FIFTVTT1 outside the turbulent boundary layer. The signal

0) to noise ratio Is much greater than for static

pressure measurements. It depends too upon the

0' -frequency and reaches the values of 24 db for 1 liz

and 10 db for OO Hz.

t3.3 The method

- The results presented above show that, as

suggested by Bradshaw (1971), the in stream small
U)

to scale fluctuating static pressure cannot be measu-

red in wind facilities using the classical method

and particularly in the vicinity of wind waves. On

r' t m m1o the other hand, the fluctuating total pressure

n(Hz) measurements can probably be done with an accepta-

ble accuracy because the small measurement volume

of the total pressure sensing head, the insignifi-

Fig. 7 - TOTAL PRESSURE SPECTRA MEASURED WITH cant effects of the incidence of the air velocity

THE TOTAL PRESSURE PRUE FOR Ct - O (1) and ce -15' and of the turbulent wake and the higher value of

the signal to noise ratio. This lead us to propose
"This picture shows that, contrarly to thu

a new method with consists to measure simulta-
measurements of static pressure using a static neously the instantaneous total pressure and the
pressure tube, the velocity incidence has no ef-
pressure tue, eaeltocitytancidese hasnotea- dynamical pressure by means of an arrangement of
fect on the measurement of total pressure fluctua- howie.TeIsatnusttcprsrep)hot wires. The instantaneous static pressure p(t)

tions. This could be explalned considering that is then determined using the following equation

the wake develops downstream the total pressure

hole. p(t) - ptm(t) - 0 a . Cpt(-(t)) • u(t)j2

m ' --- r--, .. . , 1 --~ r -,- ,T 1-- . . .... -- , r -T r ,u -- -2 P a l ( t ) l2  ( 3 )

- where the first term ptm(t) is the measured total

( 0  -pressure, the second one the incidence effect

correction and the third term is the instantaneous

to, dynamical pressure.

In the classical way, the Incidence effects
have been considered too as following

10- p(t) = pm(t) - a Cps (w(t)) • l (t)I
2  

(4)

where the first term pro(t) is the measured static

pressure and the second one the correction term

for the static pressure tube.

i' The classicaL and the new m'thod were ope-

rated for the same experimental flow configuration

Fig. 8 - TOTAL PRESSURE SPECTRA INSIDE (1) AND in order to compare their relative capabilities to

OUTSIDE (2) THE BOUNDARY LAYER measure small scale in stream pressure fluctua-

tions over wind waves. The results are discussed
The signal to acoustic noise ratio has been on the basis of theoretical models of wind wave

me e ieneration and results of open field measurements
pressure tube. Figure 8 presents the total pres- made by others.
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The experimental configuration of the probes

corresponding to the classical method is shown on ~
Figure 9. . .

X1,. XA. i I \

11A I . . ,

'AII

+%li*

Fig. 10a - EXPERIMENTkL SET UP

ig9 -EXPERIMENTAL SET UP USED FOR STATIC UE ~TENWMTO
PRESSURE MEASURF4Trs USING THE Cr.ASCCAr MI-7THOI)

The vertical X wire XA and the horizontal X

wire XB have been Located on both sides of the

pressure holes at the same height H = L2 mm as the

probe above the mean water level. The two wave

gauges were separated from 23 mm in the wind

direction. The downstream wave probe was located Fig. l0b -TOTAL PRESSURE PROBE AND THE X WIRE

between the static holes and the horizontaL X wire

A.

the probes 1ii ;imtlar (figure l~a). Pi'~ture LOh

displays a view of the total pressure probe and

the X wires.-

4. E.XPF.R[MFN'r&( RWII1;

The results :ire concerned maiinly with expe- L

riments carried out for U = 7.5 m/s. Figure I1

shows the wave spectra S n(n). It presents a welII

peacked maximum energy at 4Hz and two peaks at

8 Hzand 2 li. Te wav enrgyconsid,'rel ;It 4, A

an 1 H dceaesasn-,as peitdby

Phillips (1958). Between 4 Hz nod 8 Hz and between n(7

8 Hz and 12 Hz, the wave spectra evolves as n85

Fig. It WAVE SPECTRUM (U -7.5i mz)

- -- -- --

~m) td% v. *



Figure 12 shows the wave celerity C(n) in the (curve 2) methods. The general shape of the two

range 4 Hz-iO Hz. C(n) is approximately constant spectr3 is similar to those measured by other over

as observed by others (Ramamonjiarisoa, 1974). ocean waves (Elliott, 1972 ; Dobson, 1972 ; Snyder

et at., 1981) i.e. a turbulent pressure spectra

which decreases when the frequency increases and

80 on which appears two "humps" corresponding to the

so - first or second harmonic of the wave field compo-

- nents. However, the peak considered at 4 Hz is

140 well defined on the curve 2 contrarly to the curve

20 1. The two spectra differ largely when the fre-

quencies increase. For the fequencies lower than 3

n 0 2 4 S 6 7 9 0 Hz the two methods give similar spectra. This is

n(Hz) not surprising since for large scales the two

methods must be equivalent.
Fig. 12 - WAVE PHASE CELERITY (U = 7.5 m/s)

The Figure 13 presents the evolution in time

of the interface n(t) measured at the downstream 100

wave gauge and of the static pressure fluctuation

p'(t) determined by the classical method and by i' -

the new method proposed here. It seems at first

sight that p'(t) measured by the new method ts 1.

significantly coupled with the interface motions 10'I

as expected by theoretical considerations (Lamb,

1939 ; Miles, 1957) or open field measurements. On 11

the other hand, this doesn't appear if p'(t) is to

determined by the classical method.

-,,,,- ", 1- ;'' aU T o'~ o: to

(a) n (Hz)

CLASSICAL METHOD (1) AND THE NEW METHOD (2)' ,,t '. ;',% ,- Fig. 14 - STATIC PRESSURE SPECTRA USING THE

in .. m The higher capability of the new method can

be proved at first considering the pressure spec-

S,,..... ,,, ta slopes In the frequency range corresponding to

,, (b) the wave induced fluctuations. As a matter of fact

it can be shown that since the phase celerity of

waves is constant, as observed here, the linear

theory, which can be considered here, allow to

,n ..... predict the following relation
S n)=A n2 • l()(5)

Fig. 13 - SAMPLE OF TIME VARIATIONS OF : (I) WATER where A . n . Tkna
where A is a constant. TakinR tnt't account the

SURFACE LEVEL 0(t) AND (2) STATIC PRESSURE evolution of S (n) withfrequency n, as shown above,

FLUCTUATION p'(t) DETERMINED BY THE CLASSICAL thE pressure spectra shouldevolve asn
- 5 

fern =4 Hz,

METHOD (UPPER) AND BY THE NEW METHOD (LOWER) 8 Hz and 12 Hzand asn
- 6 . 5 

inthe range laying from4Hz

• •to 8 Hz.

The Figure 14 gives the pressure spectra IL appears on Figure 14 that the pressure

measured using the classical (curve t) and the new spectrum determined using the new method has
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t

evolutions with frequenz." which agree with the

predicted ones. This doesn't appears if the pres-

sure is measured by the CIaisiti:! n:-' id. ,

The Figure t5 displays the coherency func- \

tion Coh(n) between p'(t) and r(t) determined by

the two methods. If p'(t) is measured by the new k[

method, Coh(n) reaches at n = 4 Hz a higher value

than for the classical method. Furthermore with a i

the classical method, Coh(n) is greater for n = 8 II I

Hz than for n - 4 Hz. This shows that the correc-

tlion term of equation (2) is not well measured or, ",T

as proposed by others (Barat, 1965), that Cps L .... ,...J . .. U

depends upon the observed scales. m" 0' To ,U
1 k (m ')

o~~~~~~5 - ,,..... , -,,, ,--,...,,,,,,

70 Fig. 16 NON DIMENSIONAL WAVE NUMBER PRESSURE

SPECTRA USING THE CLASSICAL METHOD

0(0 
FOR U 6 m/s AND U 7.5 m/s

9412)

I. ''.2 "o

VAT1

na 01z)

Fig. 15 - COHERENCY FUNCTION BETWEEN n(t) AND p'(t)

DETERMINED USING THE CLASSICAL METHOD (1)

AND THE NEW METHOD (2) ' .. .

- k~ 1,,, '

I', On the other hand, for the pore turhlont

pressure components others investigators (Elliott, Fig. 17 - NON DIMENSIONAL WAVE NUMBER PRESSURE

L972 ; Jones et at., 1979 ; George et at., 1984) SPECTRA USING THE NEW METI0

showed that the wave number pressure spectra can FOR U = 6 m/s (--) AND U = 7.5 m/s

be grouped using the parameter p a U
2 . The Figure The results presented above show that for

16 and 17 present respectiveLy the normalized wave the particular experimental flow configuration the

number pressure spectra, measured for U = 6 rn/s
new method seems to be clearly powerful to measure

and I' = 7.3 m/s, for p'(t) determined by the classi- in stream small scale pressure fluctuations con-

cal and the new method. trarly to the classical one. However the expert-

The spectra can be grouped if p(t) Is measu- mental procedure is rather complex since it is

red by the new method. They can't with the rlassi- necessary to operate simultaneously a total pres-

cai one. In the range of frequencies corresponding sure probe and two X wires. A simplified method
esur ro oandtieA simplifieds metthodres

to the wave Induced pressure components, the nor- and a prototype probe has been successfultv deve-

malized spectra are not grouped sinco for tll,' waviw topped (Giovanangeil, 1986). It con [1st minLy [I

. components tile Cra 1 2 parameter is not a normali- a total pressure probe coupled to a sIngle hot

zation parameter wire of a particular shaie. This last sensor allows

23-8
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s c U
to measure directly the instantaneous velocity where Ic (l - - ) is the empirical formula

w

modulus. given by Snyder and Cox (1961) ind the value

Finally first estimates of the energy trans- given by Miles theory. As observed by other inves-

fer from wind to waves by pressure fluctuatLions tigators in open field experiments, it is shown

measured by the new method have been done. The that even for pure laboratory wind wave the -u-

results have been ,ompared to the wive implLflca- pLIng between the wave and air mot lea is sttong.

tion ratio measured for the dominant wave compo- Furthermore, the energy transfer from wind to wave

nent between X = 3.5 m and 4 m for U = 6 m/s. It seems mainly due to wave induced pressure compo-

has been observed that over this distance the nents and largely greater than the Miles predicted

frequency no of the dominant wave was 
constant. value.

The Figure 18 shows the quadspectrum QP between

p'(t) and n(t) at X = 3.5m. The curve is sharply 5. CONCLUSION

peacked at n o = 5 Hz. The response of a classical static pressure

tube and of a total pressure tube in a turbulent

boundary Layer over laboratory water waves has

n 1been studied by means of a series of tests and

experiments. The results show that for theI flow

configuration considered here the classical method

.7, doesn't allow to measure in stream small scale

.5+ static pressure fluctuations with an acceptable

accuracy. A new method combining a total pressure

* _, .,'X .. sensing head and hot wires anemometers is presen-

ted. The performances of the two methods have been

compAred. The higher capability of the new method

. . ,.. ,' ,,... '-T ,;; , , .to determine small scale static pressure flucLua-

) H, tions is clearly proved. First observations of

Fig. 18 - QUADSPECTRUM BETWEEN AIR PRESSURE wind pressure fLel • _n the close vicinity of the

FLUCTUATIONS AND WATER SURFACE DEFLECTIONS air water interface show that, as observed by

(U = 6 m/s) others in open sea or over mechanically generated

waves, a strong coupling exists between air and

The non dimensiona I ratio of work done by
water motions and that the energy pransfer from

the pressure fluctuations Is equal to air to waves is mainly due to the wave induced

1 P( n) - (i,.() (6) pressure fluctuations and largely hipher the the

f, ,' S,,(n) value predicted by the linear stability theory.

where w is the water density. These results are the first obtained for pure

Tire wave imp~lfcation ratio Is defined as : laboratory wind waves at very short fetches.

(n = 4... S. (() 7)
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EXPERIMENTAL STUDY OF MUTUAL

INTERFERENCE BETWEEN TWO SPHERES

PLACED ON PLANE BOUNDARY

Shiki Okamoto

Deoartment of Mechanicdl Enqineering

Shibaura Institute of Technnlogy
Tokyo, Japan

ABSTRACT 1. INTRODUCTION
This paper describes an experimental study of In designing structures and improving the

the mutual interference between two spheres placed atmospheric environment, it is necessary to obtain
on a plane boundary. The experiment was carried experimental data concerning flow-fields and the
out in an N. P. L. type wind-tunnel having a work- aerodynamic forces of a structure such as high
ing section of 500mm x 500mm x 2000mm in size at a buildings, smokestacks and gas tanks .
Reynolds number of 4.74 x 10 4. The flow past a three-dimensional blunt obsta-

The surface-pressure distributions of two cle placed on a plane boundary was first studied by
S spheres were measured for the various relulive :;chlichting (1936) in connection with the effect

positions of two spheres and the drag, side-force, of surface roughness. Since then, numerous studies
and lift coefficients were determined from surface- have been performed in connection with the air flow
pressure distributions. The separation of the flow past buildings, cooling towers, smokestacks, spher-

and the formation of vortices were observed by the ical gas tanks and other structures. Klemin et al.
method of visualization. The distributions of (1939) studied the drag of a sphere placed on a
velocities, and turbulent intensities of the flow ground plate, and Hunt (1971) investigated the flow
past two spheres were measured. The experimertal past a building in a uniform stream. Peterka &
results for two spheres were compared with those Cermak (1977) studied the wake behind a rectangular
of a single sphere, cylinder, and Sakamoto et al. (1980) studied the

flow past a flat plate of finite length and a rec-
tangular cylinder. Furthermore, Okamoto & Yagita
(1973, 1977) studied the flow past a circular cyl-

inder and a cone, and Okamoto (1980, 1982) investi-
Nomenclature gated the flow past a sphere and a hemisphere cyl-
CD  drag coefficient inder.
CL lift coefficient The above-mentioned investigations were limi-
Cp surface-pressure coefficient of sphere ted to cases of a single blunt obstacle placed on

(P-P"4) (U ,-/2) a plane boundary. However, since, in practice, two
CS coefficient of side f(orce or more obstacles have often been located in rows
D diameter of sphere (mml as seen in concentrations of high buildings in city
P static pressure [Pa) centers and gas tanks in storage and plant areas,
P_ static pressure in free stream [Pal it is necessary to investigate the flowfield past
Re Reynolds number = DU,,/v a number of obstacles placed on a ground plane.
S spacing between the centers of two Concerning the interference between two blunt ob-

adjoining spheres in plane view (rim] stacles, a number of experimental investigations
U time-mean velocity in X-direction [m/s) by Biermann (1933), Hor (1959), Bearman (1973),
U. free stream velocity fm/n) Price (1976) and Bno et a I. (1986) h.iv hithv,,
u', v w: w ,Y -n 7.-i: rn onontr; (0 yr ioty floc- been perfon nied on the flow past two-dimensional

Stuatio.n i,/s blunt cylinders in a uniform stream, but only a few
X, Y, Z coordinate axes with origin at the studies of the flow past blunt obstacles placed on

bottom center of test sphere, X, Y, Z a ground plane have been performed. Taniguchi et
axis being taken in the streamwise, al. (1982) have investigated the interference

* lateral and vertical direction respec- between two circular cylinders of finite length
tively. [mm (see Fiq. i) vertically immersed in a turbulent boundary layer,

S latitude angle [deg.] and Takano et al. (1981) have studied the flow past
longitude angle [deg.) two and three rectangular cylinders embedded in a
angle between the line connected with turbulent boundary layer.
the centers of two spheres and wind This paper describes an experimental sLudy of
direction fdeg.) (see Fig. ) the interference between two spheres on a ground

, I7 v kinematic viscosity of air [m,'/s] plane with varied relative positions. The surface-
density of air IN/m

3
) pressure distributions on two spheres woee measured
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and the drag, lift and side force coefficients were generation of vortices behind the spheres were

determined from the surface-pressure distributions, visualized by ink shedding in a water channel. The
The surface-pressure distributions on the ground time-mean velocity and turbulence were measured by

plane were also measured and the flow patterns past the Pitot and static-pressure tubes, and a constant-

two spheres were visualized. The velocity distri- temperature hot-wire anemometer.

butions and turbulent intensities in the far wake The angle between the line connected to the

behind two spheres were measured. The flows caused centers of the two spheres and the wind direction,
by the interference between two spheres were com- or the incidence angle, was varied at =0O (tandem)

pared with the flow past a single sphere. and 900(side-by-side) arrangements. The spacirny
between the centers of the two spheres was varied

2. EXPERIMENTAL APPARATUS AND MEASUREMENT PROCEDURES at S/D=1.3, 1.5, 1.7 and 2.5 for each set of values
The experiment was carried out in an N. P. L. of a and ', and S/D=3.5 was added in the case of

type wind-tunnel having a 500mm x 500mm working the tandem arranqrnent (p=0).
section of 2000mm length. The ground plate, an Measurements were done at a wind velocity of
aluminium plate of 4mm thickness, was set with a U-=10.2m/s and U-=17.9m/s for the spheres of D=70mm
spacing of 25mm from the lower wall of the tunnel and D=40mn respectively, that is at a Reynolds
exit in order to avoid the boundary layer developed number of Re=4.74 x 104

. 
This Reynolds number was

on the tunnel wall, as sh-,in in Fig. 1. The test situated in the subcritical region where the drag
sphere was placed at a downstream distance of 500mm of the sphere is independent of the' Reynolds number.
from the leading edge of the ground plate. The
boundary layer at the position of the test sphere 3. EXPERIMENTAL RESULTS AND DISCUSSIONS
was transitional and its thickness was about 6 mm

Two kinds of two spheres, of 70mm diameter and 3.1. Case of Tandem Arrangement ( =00)

40mm diameter were provided, the former being used (1) Surface-pressure distribution

for measurements of the surface pressure and the Figure 3 shows the variation of surface-pres-

latter for measurements of velocity, and turbulence sure distributions on the upstream and downstream

intensities of the flow. The point on the surface spheres in the horizontal center section ((0=00)
* of the sphere was represented by latitude angle (a) with S/D, where the dotted and broken lines denote

and longitude angle (0),(o=O
0
and 0=00) taken at the the measured result (Okamoto 1980) and a theoretical

center of the frontal face of test sphere (see Fig. value based on the potential-flow theory of a single

1). Pressure holes of 0.5mm diameter were bored sphere respectively.
with an angular spacing of a=10 degrees on the The pressure distribution on the upstream

surface of the sphere in the vertical plane (0,0) sphere is varied slightly with S/D and has, as a

.I Measurements of the surface pressure for any value whole, a pressure distribution which is similar to
of 0 were made by rotating the test sphere about that of a single sphere, except near the rear por-of te ericade byoatin thsure essre abot tion influenced the downstream sphere. The pressure
the vertical Z-axis. The surface pressure was
transmitted to a manometer passing through the base on the surface of the two spheres in the range ot

of the test sphere. Many pressure holes of 0.5mm 0_90* is slightly larger than that of a single

diameter were bored to measure the pressure on the sphere owing to the effect of the downstream sphere.

surface of the ground plate. The separation of the The pressure distribution on the downstream
flow on the ground plate was observed by smearing a sphere is different from that of the upstream sphere
solution of tooth powder on the ground plate. The because the downstream sphere is located in the wake

of the upstream sphere. The pressure on the frontal
surface of the downstream sphere is negative when
S/D<2.5 and becomes positive when S/D12.5 and appro-

Z aches the value of a single sphere as the spacing
between both spheres further increases. Since the
length of the recirculation region behind a single

7 - spher- is 2.51, the downstream sphec, is supposed to
leave the recirculdtion region behind Lire upstroam

oj 0 X

Fig. 1. Schema of apparatus
and nomenclature ,

U . (a) upstream sphere (b) downstream sphere
Fig. 3. Surface pressure distributions in

horizontal center section (,x=0')
Fig. 2. Relative position of two spheres in tandem arranqement

of two spheres 0¢= 0o
)
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sphere when S/D=3.0. The negative pressure at e= (2) Lift and drag

180* of the upstream sphere is nearly equal to that The coefficients of aerodynamic forces are de-

at 8-0 of the downstream sphere in the case of S/D fined by aerodynamic forces divided by the product

11.5, this region between both spheres is considered of dynamic pressure of a free stream times the

to be stagnant. frontal projected area of a sphere. The drag, side

Figures 4 and 5 show the surface-pressure dis- force, and lift are the forces in the X-, Y- and Z-

tributions on the upstream and downstream spheres directions respectively, and their coefficients are

in the vertical center section (8=0*).The pressure determined by the measured surface-pressure using

distribution on the upstream sphere agrees with that the following equations

of a single sphere independently of S/D when a%60O.

The stagnation point on the frontal face is located
at a=-5*. The pressure distribution on the down- C, = f f CP Cos acosOdad6

stream sphere is varied with S/D and approaches _0

that of a single sphere with the increase in S/D.
The critical value of S/D at which the interference
between two spheres practically vanishes is estima- CS = f f f Cp cos' a sin dad8
ted to be S/D=10 according to Fig. 6 which shows - 0
the variations of Cp at e=0 and i=0 of the dcwn-
stream sphere with D/S. I

Figures 7 and 8 show the isopressure lines on (1= - f f Cp sin2a dadO
the frontal and rear faces of an upstream sohere in 0 -

the cases of S/D=1.3 and 2.5. The isopressure lines

for both cases of S/D are nearly the same on the
frontal face, but are different on the rear face. There is no side force in the case of a tandem

Figures 9 and 10 show the isopressure lines on arrangement (6=0*). The above-mentioned drag is,

the frontal and rear faces of the downstream sphere strictly speaking, the pressure drag, but it may be

in the cases of S/D=1.3 and 2.5. The pressure is seen to be the total drag, because the frictional
negative on the greater part of the frontal face drag of a sphere is negligible as compared with the
when S/D=1.3, but becomes positive on the upper pressure drag. Denoting the drag and lift coeffi-
half Dart when S/D=2.5. cients of a single sphere by CD0 and CL0 respective-

Ni

3 25Fig. 6. Variation of Cp at 30=0 and

....4 . rfa ..p.es=ur of downstream sphere with D/S

Fig. 7. Surfase pressure distribu- Fig. 5. Surface pressure distribu-~tion on upstream sphere in vertical tion on downstream sphere in vertical

gcenter section (9=0o
)  

center section (0=0
°)

SFig. 7. Isopressure lines on Fig. 8. Isopressure lines on Fig. 9. Isopressure lines on

14 upstream sphere (S/D-I.3) upstream sphere (S/D=2.5) downstream sphere (S/D=1.3)
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ly, the results of the experiment (Okamoto 1980) between two spheres is stagnant like a dead water
- were CD0 =0.627 and CL0 =0.242. region and the arch vortices are generated behind

Figures 11 and 12 show the variation of CD/CDo the downstream sphere. Figure 14 (b) where S/D=2.5,
of the upstream and downstream spheres with S/D. shows that the arch vortices are generated behind
The drag coefficient of the upstream sphere decrea- the upstream sphere as well as behind the down-
ses when S/D53 and then increases gradually towards stream sphere.
the value of single sphere as S/D increases. The Furthermore the flow patterns on the ground
drag coefficient of the downstream sphere is nega- plane caused by two spheres were visualized by
tive when S/D6l.3, but becomes positive and increa- smearing a solution of tooth powder on the ground
ses towards the value of single sphere as S/D in- plate. Figure 15 shows that a separation line
creases. The value of S/D corresponding to CD/CD0  shaped like a horse-shoe appears around the spheres,
=1 seems to be S/D=10, as mentioned previously, suggesting the existence of a horse-shoe vortex
Figures 11 and 12 show Taniguchi's (1982) experi- inside the separation line.
mental results using a circular cylinder (height/ The flow past the spheres can also be read
diameter=3) and Takano's (1981) results using a from the surface pressure distribution on the ground
rectangular cylinder (height/width=l) for the sake plane shown in Fig. 16. The broken lines in this
of comparison. Both results show similar tendencies figure represent the separation lines. The pressure
to those of spheres. Figure 13 shows the lift coe- in front of the downstream sphere is negative when
fficients of two spheres. The lift coefficients of S/D I.7, but it becomes positive when S/D=2.5.
the upstream sphere increases when S/D4_I.5 and then This happens because the downwash from the upstream
decreases towards the value of a single sphere as sphere impinges on the frontal face of the down-
S/D increases, while that of the downstream sphere stream sphere
increases with increasing S/D. (4) Velocity profile and turbulence intensity in
(3) Flow patterns far wake

Figure 14 shows the flow past two spheres vis- The recirculation region generated in the near
ualized by the ink shedding method in a water chan- wake behind two spheres, ends at X/D 4 even for S/D
nel under a Reynolds number of Re=l.06 x 103. =2.5, as surmised from the pressure distribution on
Althouqh the Reynolds number in the water channel the ground plane, and a turbulent shear layer is
experiment is different from that in the wind tunnel, formed along the ground at X/DA4. The profiles of
the behavior of the vortex formation in the wind mean velocity and turbulent intensity ihn the turbu-
tunnel is considered to be practically the same as lent shear layer were measured for the cases of S/D
that in the water channel. Figure 14(a) where S/D= =1.3 and 2.5. It has been found from previous
1.3,shows that the flow in the intermediate region

-- ta-t -ice Tan et et tL

.01 -1

0' -.r' _ .' • Oe, • '!

• ;4 3 -L 2 J *s

_ Fig. 11. Drag coefficient of upstream .g. 12. Drag coefficient of down-
sphere in tandem arrangement ( =00). stream sphere in tandem arrangement

Fig. 10. Isopressure lines on (6 sphere, o circular cylinder, (0=0*). (e sphere, o circular
downstream sphere (S/D=2.5) X L .tangular cylinder) cylinder, x rectangular cylinder)

I Upst, n

(a) S/0=1.3 (b) S/0=2.5
* Fig. 13. Lift coefficients of spheres in Fig. 14. Flow past two spheres in tandem

tandem arrangement ( =0) arrangement (0=00)
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I, paper that the wall wake behind a single sphere The three-components of turbulence intensity
becomes thin and spreads transversely with an in- take similar form as the velocity defect. The pro-
crease in the downstream distance. Such feature of files of turbulence intensities for S/D=1.3 agree
flow pattern is caused by strong downwash due to the almost with that of a single sphere. The profiles
existence of horse-shoe vortices generated near the of turbulence intensities for S/D=2.5 have one peak
root of a sphere. at the center at X/D=5, but they come to have two

The downstream change of the orofiles of mean peaks as the downstream distance increases and ap-
velocity defect and the decay of turbulence in the proach to the result of a single sphere at X/D=14.
far wall-wake in the horizontal center section (Z/ The X-component of turbulence intensity is larger
D=0.5) are shown in Figs. 17-20. The profile of than the Y-and Z-components, while the Y-component
velocity defect for S/D=1.3 has two peaks in the equals almost to the Z-colponent at the downstream
like manner as that of a single sphere. On the distance X/D95, as shown in Figs. 18-20.
other hand, for the case of S/D=2.5 the profile of Figures 21 and 22 shows the profiles of the
velocity defect has one peak at the center (Y-0) at velocity defect and the X-component of turbulence
X/D=5 immediately behind the downstream sphere, and intensity in the wake at X/D=10. At Z/D=0.2 the
it comes to have two peaks as the downstream dis- velocity defect becomes large and two peaks appear
tance increases. The velocity defect decreases and in the profiles. The velocity defect decreases with
the width of wall wake increases with increasing increasing vertical distance from the ground plane,
downstream distance. The profile of velocity defect but two peaks still remain at Z/D=1.0. The trans-
even for S/D=2.5 approaches to those of S/D=1.3 and verse spread of the velocity defect profile is large
a single sphere at X/D=14, though it differs consid- at lower value of Z/D, and it decreases with increa-
erably.from them at X/O=5. sing upward distance from the ground plate.

(a) S/D=1.3 (b) S/D=2.5
Fig. 15.Separation line on ground plane due to two

spheres in tandem arrangement ( =0O)

d:n . Q . .

%

• 3
25

Y/D D D

(a) S/D=1.3 (b) S/D=1.5 (c) S/D -1.7 (d) S/D=2.5

plane in tandem arrangement (=O) defect at Z/D=0.5
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Two peaks almost disappear at Z/D-1.2 and the veloc- The profile of X-component of turbulence inten-
ity defect approaches to zero . It is found froms sity has almost similar form as the velocity defect,
this figure that the profiles of velocity defect while it has still two peaks at Z/D=l.2 as shown in
for S/D-l.3 agree well with that of a single sphere. Fig. 22. The profiles for S/D-1.3 are close to
On the other hand the profiles of velocity defect those of a single sphere. The turbulence intensity
for S/D=2.5 have larger value at Z/DSO.6 as compared for S/D=2.5 becomes slightly larger than that for
with those of S/D=1.3 and a single sphere, but they S/D-1.3 and a single sphere at Z/Dfi0.8 and approaches
approach to those for S/D-1.3 and a single sphere to them at Z/DA1.Cs.
at Z/D-1.2

dA 0 1 Dd- 14401

90 ~ *.10 ",A.

00

-3

3 3 i 50 2 3 4 3

Fig. 18 X-canr.,nent of turbulence Fig. 19 Y-ccwnponent of turbulence Fiq. 20 z. comtponent of turbulence
intensity at Z/D=0.5 intensity at Z/D=0.5 intensity at Z/D 0.5

1:0
0-i

3100
00

0Z 3 ~~

Fig. 22 X-component of turbulence* *Fig. 21 Profiles of velocity defect intensity at X/Do10
at X/D-'i0
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3.2. Case of Side-by-side Arrangement (4=90*) rectangular cylinders than for spheres. Then the

(1) Surface-pressure distribution measurement of lift, drag and side-force coeffici-

Figure 23 shows the surface-pressure distribu- ents was added in the case of the oblique arrange-

tions on a sphere in the horizontal center section ment for 4-45*. This critical value of S/D is shown

(a=0-) for various values of S/D. The inner and in Fig. 27 in terms of incidence angle 4 and ex-

outer sides of a sphere are represented by e=0*-180* pressed as :

and 8-0"--180 respectively. Since the inner side (S/D) crit= 10 - 7(--) , (O:degree)

is under the influence of the opposite sphere, the 
(3) Flow patterns90

pressure distribution is asymmetrical about the

center plane (8=0), inducing a side force on the Figure 28 shows the flow past two spheres

sphere. The degree of asymmetry increases with the visualized by the ink-shedding method in a water
decrease in the value of S/D. The angle of maximum channel under a Reynolds number of Re=l.06 x 103.

deresre, win h envales to et e oe axmmy This figure shows that the arch vortices are genera-

pressure, which enables us to estimate the asymmetry ted from the spheres as if they were one body when
of pressue distributions,shifts to the inner side S/Dr1.3, but they shed separately when S/fl25.

of the sphere with a decrease in the value of S/D. Figuet29 shsepreure sbtoso
The resure istibuion n te ouer ideFigure 29 shows the pressure distributions on

The pressure distribution on the outer side the ground plane in a side-by-side arrangement (0=
is practically unaltered in the many cases of S/Dl 90). A separation line is formed around the spheres

when S/fl&l.5, while the pressure distribution on90).AsprtoliesfrmdaunthshrswhenS/DI 5,whie th prssur ditribtio on as if they were one body when S/D I.7, because the

the inner side is varied remarkably with S/D. The fo in the eredie regin between t he

minimum pressure on the inner side tccomes lower flow in the intermediate region between two spheres

and the point of minimum pressure is shifted down- is stagnant, but the separation lines are formed

stream as S/D decreases. 
around individual spheres when S/D=2.5.

(2) Lift, drag and side force (4) Velocity profile and turbulence intensity in

Figures 24-26 show that the lift, drag and far wake

side force coefficients of one sphere in a side- The recirculation region generated in the near

by-side arrangement decreases gradually as S/D in- wake behind two spheres ends at X/D43 even for S/D

creases. These figures show that the mutual inter- -1.3 like tandem arrangement, as seen from the pres-

ference beween two spheres in a side-by-side ar- sure distribution on the ground plane, and a turbu-

rangement may be ignored when S/DA3. lent shear layer is formed along the ground at X/D

Figures 25 and 26 show Taniguchi's (1982) and 43. The profiles of velocity and turbulence inten-

Takano's (1981) results for the sake of comparison. sitywere measured-for S/Dr1.3 and 2.5. The profiles

The critical value of S/D at which the mutual inter- if mean velocity defect and three components of

fernce may be ignored is greater for circular and turbulence intensity in the wake in the horizontal

-------- ,- - ---- -. 0

Fig. 24. Lift coefficient Fig. 25. Drag coefficient

Fig. 23. Surface pressure distribution in of one sphere in side-by- of one sphere in side-by-

horizontal center section (a=0') of sphere side arrangement (0-900) side arrangement (0=900).

in side-by-side arrangement (0=900) (o sphere, o circular cylinder~x rectangular cylinder)

'0 

It-

(a) S/D=-.3 (b) S/D-2.5

Fig. 26. Side-force coefficient Fig. 27. Critical value Fig. 28. Flow past two spheresin side-by-side

of one sphere in side-by-side of S/D arrangement (0 90*)

SOarrangement (0-900).
* % J (o sphere, o circular cylind r,

x rectangular cylinder)
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(a) S/D=1.3 (b) S/D=1.5 (c) S/D-1.7 (d) S/D=2.5
Fig. 29. Surface pressure distribution on ground

plane in side-by-side arrangement (0=90*)

center section (Z/D=0.5) are shown in Figs. 30-33
respectively.The profiles being plotted in the half --

O right side from the center of spacing between two ' %..
spheres. The velocity defect profile has a large 4 "_____...
peak at X/D=5-l0 for S/D=1.3 as if two spheres were
one body, because two spheres are located closely.
Though the velocity defect has the smallest value at
Y=Ofor a single sphere, the velocity defect for S/D Fig. 30 Profiles of velocity
=.3 is not smallest at Y=0. defect at Z/D=0.S

On the other hand, the profile of velocity
defect has three peaks for the case of S/D=2.5,
which differs from the profiles for S/D=1.3. The
peak appeared at the center of spacing between two
spheres is laraest, and the other peak at Y/D>0 is
close to that of a single sphere. The velocity .".-0
defect at Y=0 for S/D=1.3 is larger than that for ". "
S/D=2.5 at X/D=5, out it becomes smaller than that . ,
for S/D=2.5 at X/DA7.

The profiles of turbulence intensity have .
three peaks for S/D=1.3, which differs from the 01 '* %
profiles of velocity defect, and the other peak
at Y/D>0 approaches to that for S/D=2.5 and a single .
sphere with an increase of X/D. The profile for
S/D=2.5 at Y/D>0 agrees well with that of a single I ooo
sphere at X/D l0. The X-component of turbulence .
intensity is larger than the Y- and Z-components, 3 • *'
while the Y-component equals almost to the Z-compo- 0

nent except near the peak at Y/D>O at the downstream
distance X/D15, as shown in Figs. 31-33. But the j
value of other peak of Y-component at Y/D>0 is . 3
slightly smaller than that of Z-component. " - . -5

Figures 34 and 35 show the profiles of the Sp .n.
velocity defect and the X-component of turbulence • 0

intensity in the wall wake at 0/0=10. The largea
velocity defect appears at the center of spacing o.
between two spheres for both cases of S/D-1.3 and
2.5. it remains still at Z/D=I.0 and 1.2 dif-
ferently from the result of a single sphere. On 0 3
the other hand, the peak velocity defect near Y/D-
1.5 decreases gradually as the upward distance in-
creases. Three peaks appear in the profile for Fiq. 31 X-component of turbulence
S/D=1.3 and 2.5 at Z/DtSO.4 but they change to one intensity at Z/D0.50 peak at the center of spacing between two spheres
at Z/D;11.0. It is found from this figure that the
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profile for S/D=2.5 at Y>0 agrees with that of a REFERENCES
single sphere. Barnes, F. I1. ; Baxendale, A. J., Grant, I.,

The profiles of the X-component of turbulence 1986: A lock-in effect in the flow over two cylin-
intensity shows same tendency as those of velocity ders. Aero. Jour. 90, 128-138
defect. The turbulence intensity at the center of Bearman, P. W., Wadcock, A.J.,1973: The inter-
spacing between two spheres equals to the peak in- action between a pair of circular cylinders normal
tensity at Yk0 at Z/D=0.2 and 0.4. Three peaks to a stream. J. Fluid. Mech. 61, 499-512
appear in the profiles for S/f 2.5 at Z/D1.0 and Biermann,l).; Herrnstein, W. I., 1933: The
a peak appears for S/I=1.3 near the center between interfernce between struts in various combinations.
two spheres at Z/Dj0.8. The profile of turbulence NACA TR 468, 515-524
intensity for S/D=2.5 at Y>0 is close to that of a Hori, E., 1959: Experiments on flow around a

single sphere. pair of parallel circular cylinders. Proc. 9th

4. CONCLUSIONS Japan Nat. Congr. Appl. Mech., 231-234

This paper presents an experimental study of Hunt, J. C. R., 1971: The effects of single

the mutual interference between flows past two buildings and structures. Phil. Trans. Roy. Soc.,

spheres placed on a ground plane. The results of Lend. A. 269, 457-467

Klemin, A.; Schaefer, E. B.; Beerer, J. G.,
the study are summarized as follows ( 1939: Aerodynamics of the perisphere and trylon at(1) In the case of a tandem arrangement (4,=0o), world's faiL. Trans. Am, Soc. Civ. Engr. 2042,

the surface pressure distribution on the upstream 1449-1472

sphere is almost exactly the same as that on a 1499r1472
single sphere, except on the rear face. The down-Turbulent shear flow behind
sine sphere, exceptronl theer lace. The pstr- a sphere placed on a plane boundary. In: Turbulent
sream sphere is strongly affected by the upstream Shear Flows 2. (ed. Bradbury, L.J.S., Durst, F.,
sphere for S/D91.7, so that the pressure is negative LaunderB. E., Schmidt, F. W., Whitelaw, J. H.),
on the frontal face of a downstream sphere. The pp.n246-256, ScHide : Whil,..pressure on both spheres tends to approach the pp. 246-256, Berlin Heidelberg : Springer
presue on absin spheres wend S/t2.5 apOkamoto, S. 1982: Turbulent shear flow behind
value of a single sphere when S/D(2.5. hemisphere-cylinder placed on ground plane. In:
(2) In the side-by-side arrangement (p=901), the Turbulent Shear Flows (ed. Bradbury, L. J. S.,
asymmetry of pressure distribution is augmented Durst, F., Launder, B. E., Schmidt, F. W., Whitelaw,
with a decrease in S/D. The location of the maximum J. H.), pp. 171-185, Berlin Heidelberg : Springer
pressure and the minimum pressure on the inner side Okamoto, T.; Yaqita, M., 1973: The experimental

of a sphere shifts to the downstream direction as invOstiation on the flow past a circular cylinder
S/D decreases. The pressure distribution on the init lnth ulo ps S cicu. ny.i16,
outer side is similar to that of a single sphere. of finite lenqth. Bull. Jpn. Soc. Mech. rng. 16,

(3) In the case of a tandem arrangement ( =0"), the 805-814

lift coefficient of the upstream sphere is larger Okamoto, T. et al., 1977: Flow past cone placed

than that of the downstream sphere. The drag coef- on flat plate. Bull. Jpn. Soc. Mech. Eng. 20, 329-

ficient of the upstream sphere is slightly smaller 336
tha tht o a inge sher, ad te dag oefi-Peterk ., J. A.; Cermak, J. E., 1977: Turbulencethan that of a single sphere, and the drag coeffi- in building wakes. Prec. 4th Int. Conf. on wind

cient of the downstream sphere has a negative value infbuildin wakds. Prc thuct. Cof-nWn
when S/D=1.3 and then increases with an increase in Eff cts on Bi n and Tr e 447-463Price, S. J., 1976: The origin and nature of
S/D. The lift and drag coefficients of both spheres the lift force on the leeward of two bluff bodice
approach the values of a single sphere as S/D in- Aeronaut. Q. 26, 154-168
creases. Sakamoto, H. et al. , 1980: A study on the

In the case of a side-by-side arrangement (= flow around cubes immersed in turbulent boundary
900), the lift, drag and side force coefficients

of a sphere decrease with an increase in S/D, ap- layer. Trans. Jpn. Soc. Mech. Eng. 46, 1437-1446

preaching the values of a single sphere. (in Japanese)

(4) The critical value of S/D, for which the, mutual Schlichting, H., 1936: Experimentelle Untersu-

interference between two spheres may be ignored, is chungen zum Rauhigkeitsproblem. Ing. Arch. 7, 1-34

expressed as : Takano, A. et al., 1981: Experimental studies
on the flow around rectangular cylinders. Trans,

(S/B)crit= 10 - 7 ( '1' Jpn. Soc. Mech. Eng. 47, 982-991 (in Japanese)
90, Taniguchi, S. et al., 1982: Interference be-

where is incidence angle in degree. tween two circular cylinders of finite height
(5) In the case of tandem arrongement, the profiles vertically immersed in a turbulent boundary layer.
of mean velocity defect and the turbulence intensi- Trans. ASME, Ser. I, 104, 529-536
ties for S/D=1.3 agree with those for a single
sphere.

On the other hand, in the side-hy-side arrange-
ment the profiles of mean velocity defect and the
turbulence intensity for S/D=2.5 at Y>0 agree with
that for a single sphere.
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DOUBLE PULSED LASER VELOCIMET Er

WITH I)[RECT[ONAL RESOLUTION FOR

Ct)MIPLEX FLOWS

Christopher C. Landreth, Ronald I.
Adrian and Chung-Sheng Yao
Department of Theoretical and

App I I ed Mechan Ics
University of Ililnois at

Urbana-Champaign
Urbana, II, 61801

ABSTRACT small 'interrogation region' within a thin light

An automated pulsed laser veLocimeter has been beam and analyzing the displacement AX of

constructed which determines fluid velocity fields particle image pairs within that region (Fig.

by directly measuring particle image -epara- 2). By successively interrogating the photograph

tions. A new image shifting tec',ique eliminates at many adjacent interrogation regions, particle

dirpetional ambiguity from velocity measure- velocity u in the plane of the light sheet may be

ments. Theoretical and practical considerations inferred at many points in the flow field:

in implementing the PLV system are presented. AX(x) - u() AtM, (I)

Using a simple, known flow field to Investigate

system performance, RMS errors ol less tha1 (I.71 where x refers to particle pusitloin In the flow

of full scale are achieved, and at low seeding plane. Provided the particle image density is

density fewer than 10% of velocity measurements sufficiently high and the interrogation regions on

produce had data. Applications of system the photograph sufficiently small, the measured

m.asurements to the instantaneous velocity field velocity vector field may be considered nearly

of an axisymmetric jet are presented. continuous over the 2-D flow field.

1. INTRODUCTIoN A fundamental problem with the basic PLV

Pulsed laser velocimetry (PLV) is a technique method is directional ambiguity. Although the

to measure simultaneous and quantitative velocity magnitude of the image pair separation may be

data for fluid flows. The state of the art in PIN
tILUMINATING BEAMAy

is summarized in a number of recent papers by IF 5
1
0)

Lourenco and Krothapalli (1986), Short and Whiffen

(1986), Arnold, et al. (1986), Adrian (198h), and 7 /
others. In the double-pulsed, 2-D version of this

technique using the particle image velocimetry/ -/ SOLID ANGLE a

(Ply) mode of operation (Adrian and Yao, 1983), C cAMERALENS

fluid is seeded with small particles, typically of //

order 10pLm in site. The fluid is illuminated by a IMAGE INTENSITY
Y/ /MG INEST

thin sheet of douhle-pulsed laser light having ;I

pulse Interval At (Fig. I), and Images of/ 5, x

particles moving within the Light slee-t :ire

recorded in pairs on photographic fi Im, at some 31(0)
IMAGE PLANE -Mi

image magnlfication M. The lphotogriph Is thei
Fig. 1: Image recording system of a pulsed laser

interrogated at a location K by illumnating a velocimeter
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spatial correlation (Adrian and Yao, 1983) are

'IN required to extract the correct pairings of

particle images.

INTERROGATION 
SPOT 

p i mg

DIAMETER- dint The computational time required to evaluate a
X 2-1) interrogation region may be reduced substan-

tially if the 2-D information is appropriately

integrated into I- D format before computation.

For example, I-D integration of Young's fringes

PHOTOGRAPH has becn demonstrated by Madden, :t al. (1980)

using I cylindrical compression lens and linear

detector array, and by Ineichen, et al. (1980)

using a video raster line. A method called

S RECORDED IMAGE 'orthogonal image compression' (Fig. 3) has been

R developed, in which the 2-D image of an

0 interrogation region is split, and optically

compressed onto two orthogonally-aligned linear
Fg. 2: Interrogation of the recorded ioe detector arrays (Yao and Adrian, 1984). Particle

images in the 2-D region appear as peaks in the I-
determined, the polarity of the measured velocity D distributions of each of the two array

vector is not known. However, directional signals. The separations of the peaks may be

ambiguity may be eliminated if the inage field is directly measured in each orthgonai direction if

shifted between the two illumination pulses, such NI < L, or evaluated using I-D spatial correlation

that the second image of every particle image pair if N1 > 1.

6is positively displaced from the first image.
The purpos of this paper is to describe a

The optimal method of interrogating PLV complete double-pulsed PLV system for measurement

photographs largely depends on the image density of complex flows with small stales of motion and

NI (Adrian and Yao, 1983), defined as the mean flow reversals. As discussed by Landreth (1986),

number of particle image pairs per interrogation the system uses the orthogonal image compression

region. If we ossume a light sheet thickness Az0  method in an automated interrogation device, in

and a particle seeding cocentratlon C, then for a which a P)P 11/23 minicomputer regulates the

square region of size dint
2  

interrogation procedure. The system also employs

N [  - CAz, IlIL /M. 
(2)

If N1 < I, particle images are observed as sparse, u--uI

infrequently overlapping pairs, and only a small I ' - I LINEAR DIODE ARRAYS

fraction of interrogation regions may yield

velocity data. One may thus directly measure the

separation AX of each pair to determine the

velocity vector. If NI Is large, each IT

interrogation region generally contalns many vi

particle image pairs, and every region is capable Y( I ly

of yielding velocity information. For large

values of image density, statistical methods such Nd~i .INTERROGATION

as Young's fringe analysis (Butch and Tokarakl, SPOT

1968; Hinqch, Schipper and Marh, 1984; et al.) or Fig. 3: Interrogation by 1-D (orthlot'onal image
compression

25-2
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a new method for determining the direction of photograph of the flow, Cd encloses the domain of

displacement from double-pulsed images. The every probable location ,f a second particle image

performance of the system Is evaluated for the with respect to its corresponding (irst image.

case of low image density. PLV-generated vectors With l-D orthogonal compressiu , this domain is

of solid-body rotation flow are compared to enclosed within rectangle Rd, defined by the upper

corresponding known values to determine the and lower bounds of Cd: &LI AXu, AY and AYo .

quality of the PLV measurements. Then, the PLV If, for thle same flow field, an appropriate

system is used to produce a vector map of uniform image shift X Is provided between

axisymmetric jet flow to reveal with detail its illumination poises, the resulting image

instantaneous flow structure, displacement domains Cd' and Rd' appear as in Fig.

2. DIRECTIONAL RESOLUTION IN PLV 
4
c. The shift X. is chosen such that

Given identical conditions in recording each (3m)

of the two exposures on a PLV photograph, there

exist no characteristics identifying the order of Ys >'AYL (3b)

particle Image exposure. As a result, measuring

the separation of the image pairs on the An inage pair having a displacement AX in the un-

photograph is insufficient to determine the shifted field (Fig. 4b) now has a displacement AX

polarity of the velocity vector field. For a in the shifted field (Fig. 4c), given as

* given displacement measurement in two dimensions,

the velocity vector is ambiguous in sign: *u. For AXs AX + X (4)

a given measurement using l-D orthogonal image

compression, each component of the velocity vector

is ambiguous in sign, resulting in four possible

velocity measurements: (u,v), (-u,v), (u,-v) and
_ (-u,-V). Uo r r- - - 7

An effective and versatile technique proposed './ I

by Adrian (1986) and referred to as spatial 'image I

shifting' has been developed for resolving

directional ambiguity in PLV. The method involves U Y

rectilinearly shifting the photographic field of

view by an appropriate, known distance between the AX-M t

first and second Illumination pulses. As a

result, the second image of each particle image 7X7 .aX

pair is shifted by a fixed, known displacement (b) lAYL

such that the most negative fluid velocity still

produces a positive displacement of the second AY

particle image with respect to the first. ax

Figure 4 illustrates the use of Image shifting AX

in PLV. Figure 4a shows a 2-D turbulent flow 
MX

having a region of (Low reversal. Corresponding

to this flow field is a domain, in the AX-AY
plane, of the probable displacement of the fluid Fig. 4: Use of image shifting in PLV. (a) Flow

field having recirculation (b) Displace-

during the pulse interval At, at all points within ment domain of recirculating flow (c) Dis-
the flow field (Fig. 4b). The domain Is enclosed placement domain after shifting all second

images by Xs

within an iso-probability contour Cd. For a PLV
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At every point on the PLV photograph, the measured

displacement AX has components which are r-V-- ow,

positive, and is thus free of directional

ambiguity. The fluid velocity u may thei he

solved using equations (4) and (1).

For the PLV system described in this paper,

image shifting is performed using a rotating S.

mirror placed in front of the photographing lens X

(Fig. 5). The flow field is photographed while

the mirror rotates at a constant angular velocity o o-1

wi and the resulting image shift Xs is given as

IXsI - 2MAt(s - m(5)

where so is the object distance from the camera

lens to the fLow plaut, and s Is the dlstanvo

from the lent; to the mirror.

In effect, image shifting in PLV is andlogo,,q

t. frequency shifting in laser Doppler velocim- W" PON

etry. As with frequency shifting, the method

requires some prior knowledge of the velocity Fig. 5: Rotating mirror apparatus to implement image
shifting

domain of the flow 'ield, in particular, the upper

and lower bounds of each velocity componenL. The I-D correlation method is thus expected to

3. INTERROGATION METHODS produce a significant number of erroneous measure-

ments. Several modifications to this method are
3.1 Interrogation by I-D Spatial Correlation anticipated to increase significantly its

Originally, the interrogation system developed reliability, and are currently being investigated.

by Yao and Adrian (1984) employed an algorithm of However, present development of the interrogation

1-D spatial correlation, with orthogonal image system has instead focused on techniques intended

compression, to extract velocity data from PLV for PLV photographs of low image density, in which

photographs of flow fields having NT > 1. The particle image pair separations are measured

ntgoritlnm employed a constant Init!rrogjLt on rgion directty.

size dint - I mm. The correlation distributions 3.2 Direct-Measurement Interrogations

yielded by the algorithm were found to include

random peaks of appreciable magnitude in addition A computer-based algorithm has been developed

to peaks produced by particle image pairs, often to measure image pair displacements by

resulting in incorrect measurements. A numerical successively interrogating square interrogation

simulation of the I-D correlation analysis regions of size dint " I m. For a given particle

(Adrian, 1985) similarly produced correlation image pair, the algorithm measures the separation

distributions with random peaks which often of the two images by isolating two 'windows'

exceeded the true correlation peaks. The wLthio the Interrogation region, and locating a

investigation indicated that for a given interro- single image within each window. It is intended

gation, small noise peaks which occur in the 2-D for I'V photographs having image-shifted fields,

correlation plane due to random Image pairings are in which the second particle image of every image

effectively integrated by I-D compression, and are pair is displaced positively (that is, 'above' and

superposed to form large random composite peaks. 'to the right') with respect to the first image.

25-4
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Figure 6 illustrates a typical interrogation equations (4) and (1). Finally, the computer

using the 'two-window' algorithm. The computer records the velocity measurement, and records the

begins the interrogation by positioning a I mm x I location in the flow field of the velocity vector.

mrm region on the PLY photograph within the Following the interrogation, the computer

interrogation laser beam (Fig. 6a). The image shifts the photograph, as in Fig. 6a, by a

from the illuminated region is orthogonally distance equal to the size of W1 . Between

compressed onto the two linear detector arrays. interrogations, the photograph is shifted such

The array scans are digitized and stored Into the that WI successively encloses adjacent, non-

computer memory as two 1024-element vector arrays. overlapping regions which incrementally cover the
From the two vector arrays the computer isolates a

entire photograph. As a result, the first image

small, fixed rectangular window WI in the lower of every particle image pair on the photograph is

left corner of the interrogation region (Fig. 6b).
at one time contained within W1 during a single

If the photographic field has been image- interrogation. Therefore, a large fraction of all

shifted with Xs having posittve X and I m.ige paLrm should produce ut'c,*ssftll

components, and if the window W, encloses a first measurements.

image of a particle image pair, then the second At low values of image density N1 , particle
image of the pair should be contalned within the image pairs are generally separated by large

interrogation region, above and to the right of regions of void, and thus a two-window interro-

WI, within the image-shifted displacement domain gation procedure generally encounters image pairs

6 Rd'. The domain lid' thus defines a second
one at a time. However, because the distribution

computational window W11 enclosing the second of the image pairs is random, more than one image

image for a given first image within WI . pair may appear within a given interrogation

10 The computer searches the 'first image window'

W1 for a single particle image. If the number of

imabes located in the search is unequal to one, f

the computer aborts the interrogation. If aT i X IX

single image is located, the computer isolates a I wC"

'second image window' Wit within the interrogation W

region (Fig. 6c), based on the presumed position I '

and geometry of Rd' with respect to the first j
image in WI . The computer then searches Wit for a I--"- I mm - I

second isolated particle image.

If the particle image in WI is not a first

image of a pair but is instead a second or an

unpaired image, and if N1I is sufficiently low,

then Wit is generally empty of any particle

images, and as a result the interrogation is
aborted without a measurement. If the image WI

within W1 is a first image, as in Fig. 6, the I II I

6 second image generally appears isolated within 1

W11. As a result, the computer recognizes the two

peaks in each array as components in a single Fig. 6: Typical 2-window interrogation. (a) Posit-

image pair, and measures the separation X ion new interrogation region (b) Locate
betwen thr to imases (Fig. 6d). From AX the 1

t 
image within W, (c) Define WiI, locate

between the two imagest 2nd image within WII (d) Measure displace-

* computer calculates the velocity vector as by ment AX,
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6' 1 1 11



region. As a result, confusion may occasionally

arise in determining particle image displacement.

In particular, if an inage pair enclosed within WI

and Wil is accompanied by additional spurious .

images in either window, measurement failure ,[

occurs since the correct pairing of images cannot

be determined. Further, if an unpaired image in b. , ,

WI is accompanied by an image from a differing Fig. 7: Use of masking with 2-window interrogations.

image pair in W11 , the interrogation produces an (a) Without mask: failed measurement

erroneous measurement. Evaluation of a PLV (b) With mask: successful measurement

photograph is thus expected to produce a certain

fraction of Incorrect velocity measurements, flows having maximum velocities ranging from 0.05

Choosing the size of the first image window mm/s up to 500 m/s. The maximum energy output of

involves addressing constraints governing the the laser is 2.5 J per pulse, or 5.0 J total.

interrogation procedure. Increasing the size of The illuminated flow fields were recorded

WI decreases the number of Interrogations required using a 4"' x 5" view camera litted with a Nikkor

to cover a photograph and Leads to a faster 120 mm f5.6 process lens, and all photographs were

interrogation speed; however, it also increases recorded on 4" x 5" sheets of Kodak Technical Pan

the likelihood of failed measurements due to 2415 film. The Nikkor lens uses a symmetrical

spurious particle images occurring within WI. design for reproducing flat fields, at a magnifi-

Failed or erroneous measurements may cation of order one, with extremely low optical

frequently occur due to i-D compression of the 2-D distortion, typically 0.1% or less. Technical Pan

IN interrogation region. In Fig. 7a, for example, film was chosen because of its high CntrAst and

resolution (320 lines/mm), and comparitively highthe Image pair x, - _C2 fails to produicea

measurement, since the spurious image Ta is speed, which exceeds that of mosL holographic

horizontally compressed onto W, and vertically films by two orders of magnitude or more.

compressed onto WII. Spurious image compression To provide image shifting during the

may be minimized by the use of masking, in which a recording procedure, a rotating mirror assembly

physical mask is placed in front of the image of was mounted on the camera directly in front of the

the interrogation region, before the image is photographing lens. The assembly consists of a 60

compressed. Masking the interrogation region of mm x 40 in flat rectangular mirror mounted on the

Fig. 7a, for example, eliminates the compression rotor of a galvanometer scanner made by General

of E. in both directions (Fig. 7b), resulting in a Scanning, Inc. The mirror oscillates at an

successful measurement of TI - T2  angular velocity adjustable between 0 and 25

4. EXPERIMENTAL APPARATUS AND PROCEDURE rad/sec, suitable for image-shifting fields with

reversed velocities of up to 10 m/sec.
4.1 Recording System

For evaluating system performance, PLV

The Illumination source used for all oxperf n- -,li rqIm,,int1 w,, i.d. 1,i f luIl i l, .I .I- h,-hV

ments was a double--pulsed ruby Laser from Apollo rotation. In these experiments, water was placed

* Lasers, Inc. The laser employes an 8" x 0.625" in a cylindrical dish of 190 min diametet and 100

r,ihv rod and Pockels cell Q-switching, capable of min and was partice-seeded with 15.7 im~~~~~~~~m height, adwspril-eddwt 57

delivering extremely short pulses of 25 ns polystyrene spheres manufactured by Dow, Inc. The

duration. The pulse separations are time- disi, aud wr-r wc-e rotated on a phonograhic

adjustable over seven orders of magnitude between turntable at a constant angular velocity w - 3.491

At ~I a and At 10 O , suitable for illuminating rad/sec (33 1/3 RPM). The pulsed heam, having an

25-b
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energy output of 2.2 J1 per pulse and a separation

At - 3.500 ms, was optically shaped into a sheet Ls

of width Ayo - 100 mn and thickness Azo - I amn,

and transmitted horizontally through the dish. Photogroph

The illuminated flow field was photographed from XY
above using a magnification of 0.94 and a lens Stage

setttng of 18.

ALl negatives were processed with Kodak D-19 
Stepper Z

developer, using a developing time of 12 minutes.

A two-step processing method discussed by Detector Arys

Pickering and Halliwell (1985) was employed for

minimizing film noise, in which a contact-print Lenses and

positive was reproduced from every negative, again Masks

using Kodak 2415 film and D-19 developer. All .

interrogations were performed using the contact Bearnspitter

print photographs. 24"

4.2 Interrogation SyI,.m Vi'g. 8: lop view of the interrogalion tahle

The interrogation stage of the PLV system is

an automated computer-controlled instrument, I-D images are projected onto two 1024-element

consisting of two hardware packages working in linear detector arrays from EG&G Reticon, Inc.,

tandom during the interrogation process. An which convert the light intensity of the image

interrogation table illuminates and images PLV into a time-varying analog signal.

photograph infcn~tion, and a computer processes All processing and control of the interro-

the information to compute velocity, and positions gation procedure is performed by a PDP 11/23

the PLV photograph. minicomputer having an attached SKYMNK array

A diagram of the interrogation table (Fig. B) processor. For vector operations used during

details the arrangement nf Its components. The Interrogation, the SKYMNK increases the speed of

PLV photograph is held within an X-Y translation the P)' complter by more than two ortihrs of

stage manufactured by taedal, inc., which Is magnitude. The detector array signals are

positioned by two stepper motors, one for each digitized with a DT 2782 A/D converter from Data

direction of translation. The photograph is Translation, Inc., and control is provided to the

illuminated by a spatially-filtered, parallel 8 mW X-Y stage via a dedicated stepper-motor driver

He-Ne laser beam having a diameter of 2mm. Light board in concert with the parallel output of the

scattered off the interrogation region Is PDP console.

transmitted through a high-pass spatial filter, The two-window interrogation algorithm is

which is arranged to eliminate the background carried out using a single FORTRAN program. Under

'pedestal' from the region. The projected image this program, the computer opens and names a file

beam is magnifieG, and divided into two identical to store all measurement data, and performs

beams using a pellicLe beamsplitter. successive two-window interrogations using the

The two image beams are orthogonally SKYMNK to analyze the vector arrays For each

compressed Into 1-1) images using two mutually interrogation. In operation, the computer

perpendicular cylindrical lenses. For ma9sking the performs a single Interrogation in 0.125 seconds,

2-D image before compreskion, a paper mask is and is capable of interrogating an entire 100 mm x

placed in front of each of the two lenses. The 120 mm PLV photograph in less than 3 1/2 hours.
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5. SYSTEM PERFORMANCE data yield = hnumber of suc-ssful measurements (7)
area of photograph

The quality of PLV measurements was evaliated Figorc 9 shows vector maps generated lrom a singlo

using solid-body rotation flow, whose velocity u. PLV photograph, using each of the four interro-

io a known function of the fluid location In 2-D gation window geometries. In Figures 9a and 9c,

space. If the angular velocity to ia assumed where masking was employed during interrogation,

positive clockwise, then the yield of data is clearly higher than that of

uo(x,y) = toy (6a) Figures 9b and 9d, where masking was not used.

vo(xy) - -wx. (6b) The yield is also higher using the smaller of the

two first image windows, WI = (1/4 mm)
2 

diigureb
5.1 Data Yield and Reliability 9a and 9b). Furthermore, the measurements produced

Using PLV measurements of turntable flow, an by the masked interrogations are seen to contain a

investigation was conducted to determine the lower percentage of spurious data than those

system's data yield and reliability as functions of' produced without masking, and thus the reliability

image density and interrogation window geometry. of the masked measurements in Fig. 9 appears

An ensemble of fourteen photographs was recorded higher.

in which the particle concentration was varied Measurements of data yield and reliability are

between photographs to produce image densities graphed in Figures lOa and lOb. In Figure lOs,

ranging between 0.2 and 1.5. Image shifting was the masked interrogations are seen to produce data

not used in this ensemble. Each photograph was yields which increase with NJ , while unmasked

interrogated four times, each time using a interrogations produce yields which level off and
different interrogation window geometry. The four decrease with increasing NI . Masking is thus

geometries were: W, of dimensions 1/4 mm x 1/4 mm,

with and without masking, and WI of dimensions 1/3

mm x 1/3 ams, with and withoot masking. On every -3.5

photograph, a single square region of dimensions

27 mn x 27 mm, located above and to the left of

the apparent center of rotation, was isolated on \,\\V" / 11\,

the photograph. The bounded region was chosen to r
provide a known displacement domain Cd, located

above and to the right of the origin in the AX-AY .2,-54..) 2 54 2

plane, which could be analyzed by all four o W, (1/4mm)
. 
-h osk,ng c W, (/33" .,1 fo)skg

interrogation geometries, without image shifting.

Before the interrogation analysis, the number 4 54

of particle image pairs on each photograph was '

counted, both manually and computationally, to \

determine the image pair density N for that 4/ ' k-iA.
photograph. During the interrogation procedure . \' /" j
for each photograph, each measured velocity .
vector u was compared with the vector uo predicted -54. _Z1 .P,-5ms5 -2? -54,,, -. X\ -. ?

from equation 6. A given measurement was recorded b W, f ./4,")
2 
w'MOON d 8 WI 11/3'"n)' wmh,

Fig. 9: Four vector maps produced from a single
by tie compuLer as 'erroneous' if u and u. photograph of solid-body rotation, shown

differed significantly and 'su-ressful' if they after subtracting the mean velocity at the
center of each map from all vectors. X and

did not. For each photograph, the data yield was Y are measured from the apparent center of

. calculated as rotation on the PLV photograph.

25-8
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shown to Increase data yield substantially. The enough to reveial flow structure with detail, then

reliability of the PLV measucements may he PLV maps in the high-vield regime may be filtered

determined from the fraction of all measurements to remove many of the had measurements.

which are erroneous (Fig. 1Ob). The masked 5.2 Accuracy

configurations produces a consistently lower

fraction of bad data then their unmasked For the investigation of system accuracy, an

counterparts for all sampled values of image error value was determined for each successful

density, and thus are concluded to provide measurement as a percentage of the maximum (full-

measurements of higher reliability, scale) velocity recorded on the photograph. A

distribution of accumulated error values was then

Figures 10a and LOb indicate two tret.ds in the compilel i, determine the overall accuracy of PLV

data yield and reliability, for masked interro- measurements. For this investigation, five photo-

gations, as a function of NI. First, at very Low graphs were recorded without image shifting and

image densities (NI < 0.3), the reliability is were interrogated in a region above and to the

excellent, with fewer than 10% of all measurements left of the apparent center of fluid rotation and

producing bad data. However, the data yield is five photographs were recorded with substantial

correspondingly low. Second, at high image image shifting and were interrogated in a region

densities (NI > 1.5), data yield is relatively enclosing the apparent center of rotation. The

high, but measurements are significantly full-scale velocity of the interrogated shifted

unreliable. However, if the data yield is high region was 1/4 that of the shifted region. All

photographs were interrogated using a (1/3 mm)
2

first-image window, with masking.

W
1
02/ nm For each group of measurements frum a PLV
a2 -We photograph, error values were found to be

0 1/9

C* o• skEd distributed around a non-zero mean error value.

o This 'sample mean error' is presumed due to the

01-6 uncertainty in precisely locating measurements

with respect to the photograph's apparent center

o 9-- of rotation. When the sample mean error was
0 unmaGsked

(a) subtracted from the error distribution for each

10 photograph, and the errors for all photographs

compiled Into a histogram (Fig. 11), the

08 unmsd statistical accuracy for the PLV system could be

-- determined. Figures Ila and lib show the

0distribution for all unshifted measurements, and
06

0 "/o6 all full-scale image-shifted measurements,

o malaked
+ -.-- respectively.

a04

.2 Froa the Frror vithle eo a of unshIl-t men:.ur-

02 ments, the RMS full-scale error is calculated to

AP5 h e 0.7% and 0.4% for the two orthogonal directions

(b) 01 of interrogation. From the error values of full-

0 05 10 15 scale shifted measurements, the RMS error is
Image Densty

calculated as 2.4% and 2.2% in the two directions.
fig. 10: Data yield and reliability as functions of "

image density and interrogation window The errors of the shifted measurements are
geometry. (a) yield of good data vs. N, approximately four times larger than the

( ratio of ad data to all data vs. N, corresponding unshifted values, corresponding to
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in 2-0 maps. A map of the jet flow from a

stationary frame of reference is shown in Figure

12a, after a visual ftltt,-rin operaLto, was used

'n ";o,-to locate and remove erroneous vectors, rhe

~ U drb~io %r-filtered field, consisttng of 911 vectors, clearly

C_ ______________ shows the core region of the jet, surrounded by

V di~tboe smaller-scale undulations within a diverging shear

Co© layer. The internal structure of the jet is

revealed in Fig. 12b, a map of the same photograph

No of samples 199 in which a streamise component equal to 0.92 U.
r i RMS error g(u=07% J

V a (v)=04% has been subtracted from every vector. Four

-4 -3 -2 -I 0 I 2 3 4 distinct regions of vorticity are visible in the
PERCENT ERROR OF FULL-SCALE VELOCITY

mixing layer, two on each side of the core, and

the potential core is clearly seen to decay

CD downstream of the exit. Scales of motion as small

as a few millimeters are readily visible in Fig.

I I 12c, an enlargement of one of the vortices within

U distribution 'K I the mixing layer.

~ V distribution . (;N IlSIN

A pulsed laser velocimetry system has been

constructed for evaluating fluid t low properties

1 of experimental interest. By using the spaLLal

(b) No. of samples:93 image shifting technique, which offsets all
S_ RMS error. a(u)-2 4%

o(v)-22% negative displacements of particle image pairs on

-10 5 0 5 10 a PLV photograph, the system can resolve
PERCENT ERROR OF FULL-SCALE VELOCITY

directional ambiguity in reversing flow fields.

Fig. 11: Histogram of statistical error distribution. The use of the 'two-window' interrogation method,
(a) All unshifted fields
(b) All ushifred fields in which image pairs are directly measured from(b) All shifted fields

photographs having tow Image density, capitalizes

the fourfold 'Ierei.,s fit tilti fI-gi-ah, Ir-wIl on tilt oftset d splaements produced by image

in the shifted region. Thus, the absolute RMS shiftng. By masking the interrogation windows,

error is apparently unaffected by image shifting. the data yield and reliability of Interrogations

are improved substantially.

6. JET FLOW VECTOR MAPS
In performance, the full-scale accuracy of

The PLV system was demonstrated in the system measurements are as low as a fraction of a

investigation of a turbulent, axisymmetric waiter percent, comparable to those of state-of-the-art

jet. Photographs were recorded of the flow within single point measurement systems. In measuring$

a 10-gallon glass tank, in which water was extended regions of complex flows, the system

circulated through a yertical tihe ooiinteI above generates vector maps of high data yield which

the tank. The water exited downward tlir ,h a 36 reveal Instanameois flow strlbtor,,, with

mml diameter nozzle Ic.to the fLutd fin the tank, as considerable detail, down to a length scale ot a

a round jet having a potential velocity Uj = 89 few millimeters. These mesurements are

mm/sec, and a Reynolds number of 3500]. qa ttttve, uniIke tlte qualitative measiiremenis

A Large region of a jet flow PLV photograph of conventional flow visualization methods, and

was analyzed and the measured vectors were plotted

25-10
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THE GENERATION OF TURBULENCE FROM

DISPLACED CROSS-MEMBERS IN UNIFORM

FLOW

N. Toy and T.A. Fox,

Department of Civil Engineering,

University of Surrey,

Guildford, Surrey, U.K., GU2 5XH.

ABSTRACT (iii) the loading of individual members in a

lattice structure subjected to a wine

This paper presents details of an environment.

experimental investiqation into the nature of

turbulence generated in the wake of a single grid Many of the principal investigations into the

node. The latter has been considered as two flow regimes associated with grid configurations

members placed perpendicular to each other in the have been reviewed by Laws and Livesey (19781.

geometry of a cross, with square and circular These concentrate on the effect of mesh geometry,

sections representing bars and rods respectively. size and solidity in the production of turbulence,

* The effect of member spacing has been examined in with the mechanism of generation being generally

an attempt to identify the complex flow phenomena represented as the coalescence of a number of jets

associated with such a configuration, and in this emerging from each orifice in the grid, Baines and

respect a critical gap width has been found. Peterson (1951). However, little information has

been published with regard to the effect upon the

turbulence field of the individual nodal points

1. INTRODUCTION which make-up the whole grid.

The turbulence characteristics of a flow can The geometry of a grid node may be considered

be altered significantly by forcing the fluid to in its simplest form as two members perpendicular

pass through a series of elements arranged in a to each other in the shape of a cross. A number

grid configuration, Van der Hiegue Ziinen (1957) of investigations have been recently undertaken to

and Rose (1970). In the wake of such an examine the flow phenomena produced by this

obstruction, a highly complex three-dimensional configuration when the members intersect in a

flow field is created which has practical single plane. Osaka et al (1983 a, b) and

importance in many engineering problems, for Zdravkovich (1985), have studied circular

example:- cylinders arranged in such a geometry, and Donoso

et al (1983) examined the case of sharp-edged flat

(i) the generation of specific turbulence levels plates normal to the freestream. These authors

for use in wind tunnel studies; found evidence of strong secondary flows in the
wake which produce trailing vortices with centres

(ii) the efficiency of thermal cooling in a heat located near the node. At spanwise positions

exchanger composed of heated tubes arranged beyond this disturbance quasi two-dimensional

as a series of grids; conditions were recorded.
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Zdravkovich (1983) has alho determined correction factor to the experimental data.

limited details of the interference to flow caused End plates were not fitted to either member as

by two circular cylinders placed one behind the they produce interference effects that would

other to form a cross with members in contact at complicate the analysis of the flow conditions in

the centre. In this case, a similar regime was the wake of the perpendicular qeometry, Toy and

found with the addition of a pair of horseshoe Fox (1986).

vortices generated symmetrically about the point

of contact. These remain attached over the Mean pressures on the surface of each model

surface of the downstream cylinder and converge in were measured from 0.5mm tappings connected to a

the wake. Furness low pressure transducer via a Scanivalve

switch mechanism. The latter was controlled by a

Consideration has not, however, been given to microcomputer, which also performed data

the effect Jpon these flow regimes of the acquisition via a 10-bit A-D converter, and

introduction of a qap at the node of the on-line analysis, Savory and Toy (1984). The

geometry. The experiments reported in this paper freestream reference pressures were obtained from

were therefore devised to investigate the flow a pitot tube positioned in the uniform flow. The

around a cross composed of non-connecting members total head was connected to the Scanivalve, and

perpendicular to each other. The initial study the static to the transducer. This ystem

being confined to the node of corfigurations produced values of Cp with a repeatable accuracy

composed of circular cylinders and square bars. of 1.5%.

Velocity and turbulence intensity data was

2. EXPFRIMENTAL DETAILS obtained with a pulsed-wire a~emometer of the type

described by Bradbury and Castro (Ig71), this

The tests were performed in a uniform airflow being an appropriate instrument for use in highly

with a freestream turbulence intensity of 0.17%, turbulent flows. On-line data acquisition and

at a Reynolds number based on model diameter of analysis was again performed by the

- 2 x 104
.  

The win tunnel facility was of the microcomputer. Values of the velocity components

low-speed, blow down open circuit type with and turbulence intensities were calculated from

working section dimensions of 1.067m x 1.372m x the mean of 10,000 samples taken at each

9.0m, and has been described in Savory and Toy measurement position. Data collection over the

(1984). near wake of the models was achieved by mounting

the probe on a three-dimensional traversing

Two 30mm square sectional aluminium bars system, which has a positional accuracy of

formed one cross, with a pair of 30mm diameter t0.02mm.

circular cylinders forming the other. Both

elements completely spanned the working section In order to calculate the distribution of

and could be displaced to produce a gap at the x-direction vorticity, ux, over related planes

node. The co-ordinate system based on this in the wake, it was necessary to obtain normalised

geometry is illustrated in Figure 1, which also mean velocity components; /Uo, i/Uo  and

defines the separation distance, L. The blockage 5/Uo . To achieve this. each two-dimensional

percentage associated with each member was traverse over the measurements plane was repeated

calculated in accordance with E.S.D.U. 80024 five times with the probe at yaw angles of 00 and

(1980), and was found to be 2.2% and :.8% for the ±450, and the data was reduced by the method of

horizontal and vertical elements respectively. It Cheun (1981). From these results an approximate

was therefore considered unnecessary to apply a differentiation of the mean velocity profiles was
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undertaken to give the x-direction vorticity; The nature of these two flow regimes car be

assessed by examination of the power spectra

w v determined from the autocorrelation measurements
1x T-- "T-

Iy z made within the gap. Figure 3 shows the results

obtained with the square bars. At a member

Autocorrelation measurements were made spacing of ten diameters, L=1OD, the peak energy

on-line by the microcomputer with the pulsed-wire measured at the dominant frequency is 25% greater

anemometer. Tne software calculated correlation than that found in the wake of a single bar, also

coefficients for a specified range of lags. By shown, and the corresponding Strouhal Number is

extrapolation of the recorded data, using the slightly reduced. This suggests that at laroe

method of Stone (1978), autocorrelations were spacings the central portion of the upstream

obtained to a minimum coefficient of t0.01. A member sheds vortices in a periodic manner similar

cosine-law power spectral analysis was performed to that associated with a single bar at the same

on this data to determine the energy distribution Reynolds Number. Further evidence for this may be

with regard to periodic frequency. deduced from the base pressure, Cpbl recorded at

L=100, Figure 2, which is equivalent to the single

bar value. As the bars are brought closer
3. DISCUSSION together, the dominant frequency associated with

vortex shedding steadily decreases, as shown by

Measurements of the mean pressure the reduction in Strouhal Number, and tOe

distribution on the surface of each model were peak energy levels rise to a maximum at five

made for a range of member spacings varying from diameters before decreasing rapidly. At the

* elements in contact (L=1D), to a separation of ten critical spacing of three diameters, L=3D, the

diameters (L=10D). Figure 2 shows the coefficient peak energy level is reduced to a minimum of 11%

of stagnation pressure, Cps and coefficient of of the single bar value and this marks a distinct

base pressure, Cpb recorded at the centre of division in the characteristics of the energy

each span, togtther with the corresponding single distributions. For spacing less than three

element values. In the case of the upstream diameters, L(3D, the Strouhal Number in the gap

members, the stagnation pressure, Cps, remained continues to decrease and the energy levels

approximately constant over the range of spacings recover slightly, but the distributions show a

examined and implies a negligible intereference to greater spread of energy over a larger range of

the flow conditions upstream of the model, frequencies than those found for L>3D. These are

However, the stagnation pressures recorded on the indicative of a disturbance to the periodic vortex

downstream element, Cps2 , exhibit a significant shedding from the central region of the upstream

variation with member spacing. At separation bar. This is also indicated by the values of

distances in excess of five diameters, L>5D, the Cpb, in this range, Figure 2, which rise rapidly

value of Cps2  is almost constant at CPS2=O., with decreasing gap width and become positive at

indicating that the flow conditions in the gap are L=1.5D.

stable for larger spacings. Whereas at low gap

widths, when L<50, the stagnation pressure shows a A similar result was found in the wake of the
• considerable dependence upon member spacing, and upstream circular cylinder, Figure 4. In this

this is associated with a change in the nature of case, the peak energy levels recorded at the pre-

the flow conditions within the gap. The "local" dominant frequencies were below the single

minimum value of Cps2 recorded at a spacing of cylinder values at all member spacings. For

4. three diameters, L=3D, marking the division exan.ple, at ten diameters, [=100, the energy was

between two different flow regimes, reduced by 50%, and the corresponding Strojhal
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Number was slightly less than that found in the display a maximum in suction in the region L=2D.
wake of the single cylinder. However, despite -o examine in detail the effects of this

this reduction, the base pressure measured on the disturbance on the near wake of the geometry,

upstream cylinder when L=IOD, Figure 2, is vorticity and turbulence intensity distributions

equivalent to that found on the single cylinder have been recorded immediately downstream of the

shedding quasi two-dimensional vortices. This node. Measurements of these quantities were made

regime continues to be present in the gap as the over the y-z plane shown in Figure 1 with the

spacing is decreased, with the Strouhal Number and members in contact, L=ID, and at subsequent

the peak energy also decreasinq. At a spacing of spacings of L=2D and L=3D.

L=2.75D, the critical gap width is reached end the

regime changes to one characterised by a greater The vorticity distributions recorded at one

distribution of energy over a larqer range of diameter downstream, x/D=1.0, with the members in

frequencies. This indicates a similar disturbance contact (L=10) are shown in Figures 5(a) and (b)

to vortex shedding from the central portion of the for the square and circular sections respectively.

upstream cylinder as was found with the square The general flow pattern is composed of a dominant

bars, and this is further confirmed by the rise of area of negative-wise vorticity, and a smaller

Cpb, at L3D, Figure 2. region of positive-wise vorticity. In the case of

the circular cylinders, these features appear to

These distinct changes to the flow regime in corroborate the existance of the surface flow

the gap affect the flow conditions around the regimes proposed by Zdravkovich (1983) for a

downstream member, and consequently those in the similar model. The negative circulations at the

wake of the perpendicular geometry. For spacings centre of the wake corresponding to the location

larger than the critical, L>3D, when vortices are of a horseshoe vortex generated on the downstream

shed periodically from the centre of the upstream cylinder adjacent to the point of contact, whilst

member, the nature of the disturbance appears to the positive circulation is produced by secondary

be independent of gap width over the range flow along the rear of the upstream member. The

A' examined. This is evident in the base pressures distribution in the wake of the square bars is

recorded at the centre of the downstream span, slightly different with the negative-wise vortex

Cpb2  in rigure 2, which remain approximately exhibiting greater vorticity and considerably more

constant over the larger spacings at a value consolidation. There appears to be no spanwise

considerably higher than that of a single secondary flow along the rear of the downstream

element. This reduction in suction may be the square bar, although the positive-wise trailing

result of turbulence produced by the vortices from vortex does suggest that such a flow is present in

the upstream member. The presence of turbulence the wake of the upstream member.

in an approach flow having been found to cause a

downstream movement of the vortex formation region To determine the effects of these secondary

in the wake of single elements, with a consequent circulations upon the turbulence levels in the

rise in base pressure, Surry (1972) and Lee near wake, u-component intensities have been

(1975). collected over the same y-z planes as the

vorticity. The recorded distributions are shown

When the flow regime within the gap changes, as Figures 6(a) and (b) for the square and

at member spacings below three diameters, L<3D, circular sections respectively. The general

the conditions in the wdke of the node become contour pattern is influenced to a large degree by

significantly more disturbed. In this respect, the geometry of the cross, particularly in the

the values of Cpb2  exhibit a considerable case of the circular cylinders, where the main

variation with gap width, and both section types contours are parallel to each element except in

26-4



the centre of the wake. In this respect, the are generally parallel to the cylinder axis except

distribution is similar to that found in the far in the centre of the wake. For both section types

wake of intersecti r c;li ders investigated by the maximum intensity is located laterally away

Osaka et al (1983b). The lateral position of the from the node and the corresponding values are

peak intensity is clearly seen in both rigure 6(a) recorded in Table 1. Reference to the latte,

and 6(b), and each of these values has been reveals that the turbulence level in the plane has

recnrded in Table 1. From this it can be deduced increased immediately behind the cross relative to

that the maximum turbulence intensity in the wake the L=1D case, although the values are still below

of each node is below that associated with those found in the wakes of the single models.

corresponding downstream locations in the wakes of

the single two-dimensional models. Table 1 Maximum Turbulence Intensity Recorded at

x/D=1 in the Near Wake

The vorticity distribution diagrams for the same

y-z plane at x/D=l.0 when a gap of one diameter is GAP WIDTH SQUARE CIRCULAR

introduced, L=20, are shown for both model u

geometries as Figures 5(c) and 5(d). Both L/O -U--
0 0

distributions show that although the influence on 1 0.15 0.12

the flow pattern of the positive-wise trailing 2 0.20 0.16

vortex is reduced, the regime is again dominated 3 0.21 0.24

by the presence of an area of negative-wise Single 0.30 0.29

vorticity. However, the precise effect of the

introduction of a gap between the members upon the

structure of this secondary flow appears to be Increasing the gap width to two diameters,

dependent upon section geometry. For the square L=3D, leads to a further reduction in the

model, Figure 5(c), the value of the maximum vorticity found in the wake of both models. The

vorticity at the vortex centre seems to have distribution for the square section is shown in

decreased, and moved laterally away from the node Figure 5(e), and reveals a re-alignment of the

in the z-direction, relative to that recorded when negative-wise vortex relative to the node. The

the bars are in contact. The vortex has also value of the maximum contour is reduced in

spread more fully in the immeediate wake, comparision with Figure 5(c), and the vortex is

converging on the z-axis within the plane to less intense. In addition, the positive-wise
produce a spanwise secondary flow along the rear vortex generated by the upstream member is no
of the downstream bar. In the wake of the longer evident. In the wake of the circular

circular geometry, Figure 5(d), the opposite is cylinders,Figure 5(f), the effects are similar, a

evident in that the maximum intensity of the significant decrease in negative-wise vorticity

vortex has increased, and its centre has moved being found in comparison with Figure 5(d). Both

towards the node. In addition, the vortex seems distributions therefore indicate a decrease in the

to have consolidated, the several centres evident interference effects of the node with increasing

in Figure 5(b) having been replaced by a single gap width.

centre of much greater intensity.

This decrease in the influence of the node on
These changes in the fluid motion are the fluid motion in the wake of the cross has a

reflected in the turbulence levels recorded in the subsequent effect upon the distribution of the

y-z planes shown in Figures 6(c) and (d). As with turbulence intensities. These are shown in

the members in contact case, the distribution is Figures 6(e) and 6(f), and both reveal a wide

influenced by the cross geometry and the contours
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spread of turbulence with a reduction in the NOTATION

influence of the cross geometry. Instead, it is 2

the downstream member that dominates the p pressure coefficient, (p-po)/I 2 pU0
distribution, even at the centre of the wake, and diameter of model

the contour pattern in this region is becoming L distance between model centres

quasi two-dimensional. This is reflected in the n vortex shedding frequency

maximum values recorded in Table 1, which are p pressure on models surface

tending, with increasing gap width, towards those Po static pressure

measured at the same locations in the wakes of the Re Reynolds number, DUo/v

single two-dimensional models. St Strouhal number, nD/U o

U0  freestream reference velocity

u. v, w local mean velocity components in x, y,
4. CONCLUDING REMARKS and z directions

u' u-component velocity fluctuation
This paper has attempted to outline the x, y, z co-ordinate system of geometry

effect of member spacing upon Lhe flow regime and power spectra energy

turbulence levels associated with a single grid v kinematic viscosity of fluid

node. It has shown that the distance between the p density of fluid

members has a significant effect upon the flow Wx x-direction vorticity,

conditions in the gap at the centre of the w v

geometry, together with the vorticity in the wake ay

* of the configuration, and therefore the degree of

turbulence generated by the node.
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By R. S. AZAD and L.. G. OZIMEK

Department of Mechanical Engineering

The University oF Manitoba

Winnipeg, Manitoba, C'iriila 1l3T N2

* Professor of Fluid Dynamics

ABSTRACT NOMENCLATURE

An experimental investigation of analog in- C = U/2Tr Kolmogorov frequoncy
K

digital data for measurement of various flow pari- K ( ) flatnes factor or Kurl(o:sis

meters has been undertaken with viw to find las root mean square

whether the digital method is superior to the S ( ) skwne::' factor-

analog one. Towards this end, comparitlve U mean axial velocity component

measurements of skewness, flatness, and velocity u fluctuating axial velocity component

spectra taken by different experimenters were u' = (7)1/2 rms of fluctuating axial velocity

examined for a turbulent boundary layer flow at a component

_ free stream velocity of 8 m/sec. In addition, u* friction velocity

comparative measurement of skewness, flatne.s, v fluctuating transverse or radial

mixed moments and spectra were examined for flow velocity component

In an 80 conical diffuser with fully developed v'= (v-)i/2 rms of fluctuating transverse

pipe flow at the entry. The Reynolds number based velocity component

on the pipe diameter and pipe bulk velocity to the uv Reynolds shear stress per unit mass

inlet of the diffuser was 130,000. All measure- y normal distance from a surface

ments were made on a line normal to the surface. Y, = yu*/v nondimensional distance from a

surface
Single wire measurements taken in the bound- 5 boundary layer thickness

ary layer flow show no significant difference ~mean turbulent energy dissipation
between analog and digital measurements. Single rate

wire and X-wire measurements taken in the difruser 1 = (v3/),
I  

Kolmogorov length scale

flow show the digital results cross the zero value dynamic viscosity of a fluid

ahead of correspondlng analoy i nsrl t. :,is o/ kiriemaLt, vl:tc,,i, y ()I, j Cl ii

measurements as skewness and certain Fourth order p Cluid d nsity

mixed moments.
1 . 1 NiH DU I*))11 ION

It can be concluded from this research that Originally, most statistical measurements in
there Is no difference between analog and digital turbulent flows were obtained with analog devices.

values obtained for any physical quantity in turb- Special circuits were constructed to add, sub-

ulent flow provided adequate analog and digital 9tract, miultiply, integrate, differentiate, time

systems are properly used. delay and filter the fluctuating electrical

3ignals. The development )f analog-to-digital
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converters over the past twenty years has made complex flow, like that of a conical diffuser, in

digital computing of turbulent signals practical. order to determine possible differences in the

Bearman (1968) outlined digital methods and equip- parameters obtained by these two methods. The

ment to compute mean square values, autocorrela- present digital results of skewness and flatness

tion and cross correlation functions, power and factors of the streamwise velocity component from

cross spectral density runctlons . R:rru ,'rl du'. to -ingle nrormal )t- wi r, were c 0ipar.WI it .witi I ,

allasing and qiiant i zL g were i I,,) Iti ':,:,u-d. me:urrm it: of Derksceri ( 10 1 ) ald K.ii ; (148n

Introduction of the fast Fourier tran:lform techni- throughout the same boundary layer flow. The

que by Cooley and Tukey (1965) has greatly reduced analog and digital measurements of the flow Jri

the computer time required to calculate various conical diffuser were taken simultaneously.

statistics from that of the discrete Fourier tran- Single hot-wire measurements of third and fourth

sform. Other aspects of digital processing and order moments of the velocity were taken and

analysis have been discussed by Bendat and Piersol compared. In addition five spectra were measured

(1966). Oppenheim and Schafer (1975), Chen (1979), at five different locations on a line normal to

Beauchamp and Yuen (1979), and many others, the diffuser wall. Measuremes from X-wire

In turbulence research, Frenkiel and consisted of mixed moments up to the fourth order

Klebanoff (1967 a,b) were among the first to and five spectra each of the longitudilnal velocity

report results obtained from digital techn Iqes and the transverse velocity fluctuations.

and they were followed by Van Atti and Chen (1962) 2. APPARATUS AND METHODS

who obtained different values for odd moments. 2.1 Wind tunnels details
This discrepancy was due to using two different

operations of anemometer, i.e., constant current Two low speed, open return wind tunnel:, were

and constant temperature. Otherwise their results used in the experiment: a boundary layer tunnel

agreed with each other. Tennekes and Wyngaard ard Vully developed pipe flow tunnel with an 80

(1972) found that accurate measurement of the conical diffuser at its outlet. The boundary

fourth momcnt of the velocity derivative at a layer tunnel consists of wooden inlet duct, a

turbulent Reynolds number in the order of 5000 radial vane damper, four stage axial fans driven

required a dynamic range or forty standard devia- by two-speed four-pole ball bearing motors, a

tions. They concluded that measurement of moments silencer, two 8" total angle rectangular diffusers

beyond the fourth for velocity derivatives in with two turning sections, a settling duct with

geophysical turbulence were practical I y impossible screens, a circular contraction cone of an area

with the current instrumentation, deIgri and !,X - ritio of 16 : 1, a number 16 sandlerpvr flow trip,

cution of the experiments. However, Pierce (1972) and finally a 2.67 m length of pipe of inside

found that only twelve standard deviations of the diameter of 27.0 cm. The boundary layer growth is

signal for measurement of the streamwise velocity obtained on the Inside wall of the pipe. Detailed

derivatives were required to determine Kurtosls at description and the operation of the boundary

the centerline of a free jet with a turbulent layer tunnel are described in Serag (1978) and

Reynold number of 640. Burhanuddin (1980). Measurements aeros:o toe trb-

ulent boundary layer were taken perpendicular to
No thorough comparison of analog and digital the pipe wall, 15 cm from the pipe exit for a free

results are available in literature apart from strear velocity of 8 mlsec.

some passing remarks by Gibson, Stegen and

McCoiell (1970) and Saoltry (19841). Hence a direct The second wind tunnel was a straight open

compar i son of some experiment;ai parametrers, diii,;ilr retuirn typ(. It .,ns:,Ld ,of a con Itr| al ran

ed through analopg and digital techniques,l w;:c drlWeni by -j ", tip K motor, a rectangular dirfu-

undertaken in this .tudy. Measir,ementi: woto rrc(da ser, three sets of srreens, a settling chamber,, a

in a simple boundary layer flow and in a more contraction cone of an area ratio of 89 : 1, a
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combined vibration isolator and a rnumber 16 sand- 2.3 Computer Facilities

paper ftrip. straight The Computer facilities developed in tne
10.16 cm ID steel pipe of total length of 7.95 m

Turbulence Laboratory at the llnive,' ity of Manito-
and 80 conical diffuser of area ratio of 4 : 1.

ba consisted of a PDP-11/34A central procestsing
The flow frum tne diffuser was disch~irging in the uia P1Afotn on rcsotoR0
open space of the laboratory. The overall length random access disc drives for secondary storage,
of the diffuser was 72 cm. The single and cross

and a VT-lO0 video display termi nap'. The conpiter

wire measurements were taken normal t) he wal 4 , 9 was equipped with In IPA-1 1K 1,ab, rator'y per ipheral
cm from the diffuser exit. All lit.,s t were accelerator with i KW-I 1K dual progriar'rihio clock
conducted wi th fii y le:vel oped ipe[ flo<w .t the ch,d an AD-11K 12 bit A/D concerter for ict.r icqu[-
diffuser entry at the Reynolds number of 130,000 sitlon. An RSX-IIM operating system was: useJ with
based on the entry pipe diametor of 10.16 cm and a DEC FORTRAN compiler to run the computer. The
pipe bulk velocity, software packages for data acquisition and analy-

2.2 Turbulence measurements sis of the turbulent signal were developed in the

The anemometers used in the series of compar- laboratory. Hard copy output was obtained through

ative tests were the DISA55M system together with an LA-180, 180 character per second line printer

two types of linearizers, DISA55D1O and DISA55M25. and an HP747a, six pen plotter.

A DISA55D35 rms voltmeter war used to measur,-2 the Further detail q of the apparatuq and techni-

local turbijl,tn,, comiponents of th, fl ow. Two qii, art! riven in O.mek (1186).

turbulence processors we.re available to o,)ot-.in 3. Hlt.:,'I' AND DISCIJSq5ION

analogly manipulated piarameters. They were~The turbulence parameters from the hot-wire

DISA52B25 turbulence processor and Tri-Met nstru- measurements were obtained by both analog and
ment, model type 377 mu] tifunction turbulence

processor. The latter instrument was developed t t methodsuweeoper the
these two methods9 were compared. Here the

specifically for use in the Turbulence Laboratory measurements in the boundary layer fow are first
at the University of Mlanitoba. The circuit described and then the report on di.fuser flow
details are given in Hummel (1978). All outpit, follows.

the u-component, the v-component, and their prod-

ucts were instantaneous values and a , sueh were 3.1 Boundary layer flow

averaged with an external integrator Iefore a Analog and digital re.iults ohta ined from

numerical value could he read from the external DC me;rurement:, by boundary layer ho.-wir,. probes are

voltmeter in the analog !,ries of me.ie'urements. oompared. in digital me:sure!ment., 200 data bl'

Other auxiliary instruments used in this investi- fers were filled at a raue of 3 - 10' samples.'see.

gation were DISA55D26 signal conditioner, Krohn- Values of third and fourth order moments obtained

Hite 3550 filters, and three oscilloscopes - Tek- by analog and digital means are shown in Figures 1

tronic 466 storage scope, Tektronic 2213A and and 2. Analog values were obtained from Derksen

Telequipment D1011. (1981) and Kassab (1986). Digital values were

The hot-wire probes used in the exper inent: gi ven by th,' PDP 11 /314A eoimpit.r after processing

were DISA55PO5 gold plated, single wire, boundary the linearized signal from the hot-wire. Figure 1

layer types and DISA55P51 gold plated X-array shows the skewness distrihbt ion in the boundary

types. Hot-wires were platinum plated tLngsten of layer for a free stream velocity of 8 m/sec in the

5 pm in diameter with an overall length of 3 mm logarithmic and wake regions of the flow to be

and a sensitive length of 1.25 mm. The hit-wires predominantly negatively skewed. Basically, the

were operated at an overheat ratio or 0.8 in the probability distribution of the mean velcolty, U,

constant temperature mode. for values of Y* ( lb is positively s3kewed, Y in

the neighbourhood of 15 In :zymmetric about the
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mean velocity, and Y+ > 15 is negatively skewed. probes are shown in Figure 4. The skewness of the

The minimum value of skewness occurs at approxi-- axial velocity component is highly positive and

• mately 45 mm, the outer edge of the boundary hence asymmetric in the firLt few millimeters from

layer. Flatness factor or Kurtosis for the same the wall and gradually approaches zero (indicating

free stream velocity is illustrated in Figure 2. symmetrical probability density distribution about

This has a nearly constant value of 2.8 below the the mean velocity) at a position in line with the

Gaussian value of 3 for the first 20 mm from the pipe wall at the diffuser entry. The skewness

wall or y16 < 0.4 where 6 is the boundary layer values continue to increase in the negative direc-

thickness. tion until a minimum is reached at roe diffuser

A comparison of the plotted analog and digi- axis, then due to symmetry about th? ixis, the

tal results qhows good agreement between both skewness values begin to increase. The skewness

methods of data analysis. Discrepancies in of the radial velocity component (v) is negative

results near the wall may be due to spatial resol- in the first two thirds of the flow and reaches a

ution of the hot-wire, inaccurate distance mea- positive peak just before the centerline before

urements and variation in turbulent flows from day dropping to zero at the diffuser axis. The digit-

to day. Variability in the results further from ally obtained skewness results, S(u) and S(v),

the wall may be attributed to the Intermittent cross the zero value ahead of the corresponding

nature of the flow. Both under amplirication and analog results, otherwise there is no difference

over amplification of the turbulent signal re sult between analog and digital results. Normalized

in inaccurate vplues of the processed signal.

3.2 Diffuser flow Figures 5 and 6 respectively and show similar

Analog and digital measurements in the trend to the skewness distributions of u and v.

adverse pressure gradient flow were simultaneously The central moment of the uvT correlation,

made with single wire and X-wire probes. Lineari- although smaller in magnitude, is of the same sign

zation of the hot-wire anemometer was performed in as S(u), i.e., positive in the wall region, nega-

situ. The digital data were collected into 2000 tive in the core region of the flow with zero at

buffers at a rate of 2 x 104 samples/sec for a CP and relative minimum, due to symmetry ocouring

total of 2053120 data points at each probe at the diffuser axis. The central moment of the

position. urv correlation is smaller in magnitude but of the

The trend of the Reynolds shear stress uv same trend as S(v)(see Figure 6). Like the S(v)

shown in Figure 3 exhibits a linear region in the distribution, the distribution of uv/u' 2 v'

first 20 mm from the wall before increasing in changes sign twice: first just 3fter CP and

slope and reaching a maximum value which is called second at the axis of the difuser. No discern-

critical point (CP). Two distinct linear region an
able difference can be observed betwcon the analog

• are observed from CF to) the diffuser axx . The
a vT arid digital measurements of th ,se two moments
first extends for approximately the following 20 hown in Figures 5 and 6. The triple velocity

mm and has a slightly negative slope. The second correlations in the diffuser-low are distributed

has a large negative slope and extends beyond the- differently from those in fully developed pipe

diffuser axis. The Reynolds shear stress, uv, in flow or boundary layer flow. Turbulence seems to

the pipe is linear between the wall and axis in have a completely different physical mechanism in

contrast to the diffuser result. Figure 3 shows the former flow than the latter ones.

clearly no significant difference between analog The flatness factors by both analog and digi-The fatnes andordibgitalanaresults.gi
and digital results. tal means through boundary layer and X-wire probes

The skewnesses obtained hy bo0th analog andTe oare shown in Figure 7. The fourth order moments,
S digital means via boundary layer and cross ire K(u), decrease in value from the wall to a minimum
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value of 2. 5 oelow that of the Gausoi an vai ei of 3 i "Itered at the Kolnogorov frequeney fk= U/2rr I,

at a distance of approximately 5 cm from the aixis means of the signal c-onditioner. The JC component

of the diffuser; this distance is in line with rihe or the sig'nal was substracted, leavine the fluetij-

wall )f' the pipe- it the inet ifr the, itIia. alinr componentt I.)I,- Vipiid t. wi tii th tli

The increasrIg val ues )f the fi atne';: .retor. l, rt?,l vol ts limits aceeptel hy thie A/!, converter, Ira.

a relative maximum at. the, diffusor- ai . . lii1,, (1i _'i t 11 . -01,ra riI I I':i I tIIs win ca l 1 1.0 11 m Ii )no 1,;

flatne:,s facotrs of tr-ie radial velocity comipoornt, fast Fourier tranzfcrm and spectria subroutli es

K(v), are larg-a in v:iti o thin corre. ; mun~ ri it~ ml ppI ii, by Dt1W. III,,ld woi :. i t),/c

values between the w il I and (P. The r I slcs two pa,-os of tlie Io1-: a1 'nigh 1'requenicy' v!po'-

values decrease iIn magnitude, approach ing t he trom calculated from the data is it is ind a 1low

Gaussian value or 3 in the region of' about, 1) on frequency spectrum cilculatod fromn the, data -'t-,i

from the axis of' the diffuser befure i nrrat-ing in fil tered using ;i :lcond order llutl,- rrurti i ofin-

value and peaking at dirrfusor axis. Thre fi atonels ite-impul:e-respnim ('Ti i) filter. Pre ' 1,Jw

values of the radial component in the core regioin frequency' data were then sampled ;it. 1 /614 of th,-

of the diffuser flow are lower in magnitude rthan nampling rajte, spectrum -,ilculated, and~ iriltip]i od

corres podiIng flIat ness values of a x ialI com ponent . by a factor of 014 t3 account for tile shift in

Analog and digital results in Figure 7 ,-how no bandwidth. The Fpectra were finally plotted ty HP

appreciable difference after taking cxpet-imnental plotter.

errors into account. Other fourth order, rnomets
The anhal og s pool rait rev ii t: wore 01)11 tcted by

0 measured are 7~
2

o V *ui/u v" anmd 'it'v/ a''v' low pass filter iop, the :1ignal at f arid then banil

and they are shown in Figures 8, inal 10, r, ipelY pas filtering, the :i jriail for freqipmrn'ln s between

tively. The magnitude: of th ncntral inoeI ? Hz and 35 Kliz. Kighit measurements: of spectral

are lower than flatness factorts of either u or v density per decade were made. Spectral results of

Nt velocity components everywhere in the field. The u and v velocity components obtained by a single

uy-vf/uivfl wave-like distribution (see Figure 8) and cros9s wire probes and processed with anal.og

fluctuates between values of' 1 at CP and 3 in and digital means are shown in Figure 11. This

proximity of the wall. Since both component-- are figure .3hows that the velocity spectra display the

even powered, central moment is positive and has a sm rns oesatri o rqec aie

definite value at the axis. ExoePpt in close prox- digital noise occuri ng at l,)wor freqoericiec than

imity to the wll, I itLe:.,t is, ila'rveil inalopr noise. No gnriwitm Iirtf lance is, sen

betweeni the analogm ind dgital. point:, M rhut tonh [i''two'ri Lii' If' ie nin' is I 1i 7 1t I :t , :i'.i

order momennts with odd powered comporieui!.s hiv,- the iilt

saesign as the kicynel ds ,hear etre or uv, aind a:,

such they are passing through zero at the diff user- Ln both flowsa, boundary la-ycr and dilffuser,

*axis. Both central moments collapse onto the same the analog and digital data compared well in most

curve in the core region of the flow, hut near the parameters measured. Differences in them may be

wall, the value of uvT/uv'' is higher than val,,e die to the effects of imperfect ampliricatlon,

75_ imperfect matching of the frequency and sens-itivi-
of u nv/ia, '. At 7P theiI^ valueis havq a miagn i tude y ,r theo i npumt signals of x-wir,: n' drin-epa

of ahout 1. Aval ri, ni) :signific ant. Iif tie oe
:ife t.,rlimlent. flow.

between the ana-log ind dipi tal I1. it i t

Ani 'mii Ind dti ta t. chii i,% in iy ho -snza-

The nalo an digtal(1.1a fr Ui dred from other poi-its )f* view, tuoli as, time,
eon of the velocity sp-antra in diffu!,er--flow wore ve-r~at. I1 I ity , ceoven i ero inlf izure pr'ospcmts

col~ctd nd roessd a df'Urot Tv The analog t''chniii o'it a Iy taike' more time to
hot-wine signal for the digital resultI is w ias-h- airiruimfi is a task than the di vi t, il one. Any
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analog technique, sinlce it is designed for that al diffuser. Ph.D. Thesis, The linivorsity )I'
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ABSTRACT the r~siilth ul t ,uwerico)J c lcultioui ut the

Th e flow field and coticetit ratiulL f ield were flow and exbnust-gas dispursiuv abotut a cubic

computed for a cubic builidiing it.a 11t ILL ralI b, dy in the atmospheric boundary iiiyer. with the

atmospheric Ileundaz y layer. The numerical results of an atmospheric wind tuinnel Fimulation

results were then compared witht ; winO tunnel of the same flow. Although we would prefer to

simulation of the same flow. The results agreed compare the calculation against full-scale field

closely except at ground level. data, field data generally does not contain

enough information for a complete comparison and

1. INTRorP'Z TION it often iincludes changes in the direction and

Physical modeling of the flow and dispersion magnitude of the wind durinis dato acquisition

of pollutants ahout three-dimensional objects has (Ryan et a]. 1980).

-been a well detveloped science s irect thli earl y Two- and thtev-d imei,sional mimerkI-al schemes

1970'sa, hut only recently have namerkIcal tech- have Ii,.en toed to compute the ri tid fl ow and heat

niques been used to compute this type i-f flow. transfer in sitia 1-scale systems of Interest to

Wintd tunnel models are useful for evaluating a enginieers. Using these schemes, it bas been

particular configiirstion but they are ..xpunaive possible to compute flows that contain recir-

and the te-stig t ime-cortsumiiig. iiya i cal model.,; ciia ion zones no ing ajpl 'pr iate nume i ica I

ate also I imll ti, i that the- d~iti a Iliv), ' 1 v ide Modiu 1: a. Tlugh e>.pk I bit c tihe iriid1' I:' hitV Ibee

cant vitly In a few Special La!esl It- 8 iitralized. tuined to pive acceptable resuil ts for small-scale

With the availability of large, high speed flows. Computation, of atmospheric flows, onl the

computers, it is now puta.ibie to comute three- other hand, have mostly focused on large-scale

dimensional flows with recirculation, the type of phenomena in which recirculation zones were

flow found around buildings and - her cumpley ei thier nit present or much! smnallet than the

topographical features. Although such cuiithiuto- computational grid scale used ini the calculation.

tions are also expensive andi time consuming, we Be-tween these two scales lies the area of flow

will gain experleiice that cart he used to do-ve ep about lu;ldiuig. iid( siiialer landforms. We have

more efficient scheates wiiicii, witht thei, ;-dvift oI 'itt t-I to (4,aril n these two scale's by rod I-

still larger cnrrpiil era, will become pioa ta I. IyfIi;g tie turbulitinte :,imves used by eng i leets tuo

toolsa in the near futurv. THL; paper compates tiiat they apply to t otmt'spiieric boundary

I ayo-t.

*Department of Mechanical Fngiiueering

40**Laboratory for Atmispiieric Research



2. C'OMP'UTATIONAL 1TECIIN IlKES - 1 10W F1111.. L+ A. a P dk

We used the TFMPE-'Sl code (1 rernt et al 1 483) t + x aU i

to compute tin*. f'l ild flow,* then used ii, iK-

code t70 Compute di ffuliiil Of tile tILaceL gij.. ' a.
TERPEST is a three-dimensional, finite (1M ffreoce P -t -x -x P

program that solves the L imc -de ner iit equatri ons J J

of motion, continuity, -;od evergy f~r iicoraplu.".

Mbe turbulent flows, hit iucludes thle obli ty to Ita

accounlt fOr smaii I density veni itt ioin' rii gh tIt iPe I

1OUS!IeYf'~ 2:,n I Iii(ifil,i LULL. It UiS,:, - C-II

coordinate system and a solutUIn I (t hoiqUe sifil- wilere an'11d cT zire (orst ovts6 ard g is the

lar to the Los Alanic. Marker-ajid-Cel I telique acceleration, of gravity aiut iig in the -z direc-

(Amsden and Harlow 1970) by bolvint.fithe momentum LionL. The I aii It erm or the tr.githand side

and energy equations explicitly, and the conti- accounts for production of turbulentl kinietic

nuity/pressure eqoations implicitly. A second- energy due to buoyancy. Thistee form of the

order accurate predictor-corree roz zdvcctlon turbulent kinelic energy equation) j., used ir both

scheme has been ji,(orporatred into Li-e wiiliexituv cilgineering and atmcsphurlc calcuilations.

equations of TEMPEST. The t urbulent eLquat iotis The turbul ent tintl gy dissipatioii F. Is used

were closed usitug thet k-t fi rstz-order ,vcre . The, t Ii reileseuit the lecngth scole III lie two-equation

Reynol ib. Stresses we'e- iiiodch-d o modelI. Tfhe I Ink hi-t wuei the eliergNv dlItii pil It-i

i d ligil IiScale Is thec leol I iihi todpial t oll

P u.U l 1 the twii-e(Ilat ioui turlbulence model and the proper

p j~' pk 1 - +t('. _ (1) form of the modeled t. cquatikii is -,till qJuestionI-

3 1able. By comparing theii one-dimensional cal-

culations to the Leipzig Wind profile (Lel tau
where Ii is the turbulent kinetic energy ard jiLis 1962), Deterhig iand Ftling (1985) showed that the

the turbulent viscosity. The turbulenit viscosity, standard engineering form the k-c modiel overpre-

was then midelefl is dicts the turbulent viscosity. They tract- the

difference to the surface loyer value for k and

to the length scale calculated by the staitdaid

P C E. form of the E equation. The cionst-rnt C is

ustially evaliiated ii, the eiistalit Ilu lo ae i aiuir

where C is a cun:,tant and t: i. the turbuleit ai Willi, Which giveS

kinetic- enlergy dissipation. ItIIi h, st ~ri
closure s;cheme , the turhuleot i. i: ins it y is 1

k (4)
related to a turbulent velocity scale zSlit1 

tu aC

length scale. In the two-equation form of the

first-order closure, the turbulent velocity scale where I'* Is the frictioni %;elocitv. Within thle

Is equated to the square I oot i.! t'irhu Ient cntitft>]yrO h topei wr~r
kinetic energy. k l ! found by soivitll the tya-I et d layer measuremsents indicate C =0.0.'6 (Panofsky

PP

inst eadl of the standard tngineering value of

S. 09.

The standard tenginer loIg IoIra, o f the L

(jisit lott Is

28-2

0N



at ax+ ~ ax. 0 ax. 8

for it, wherL t Lt, the Corioli 1-irameter did Ch

)l) + U is -j a covnstant. Combining thi!s givces

C +
2 i A k* /

C2  k Po T i 9 i) They suggest settinig rh = .05

We used tbis n('aji. ed ! arm of the turbiilent

where Llie last teri, 0tI.Le tighciian,' si ;,* i c- uissipat ion equaitioni in the calculat ions along

sents buoyancy effects. The two-equation model with the following constants:

assumes the length scale is given by

3/4 3/= .026, C = 1.13, C, 1.92, C3  1.13
C 34k3/ 

3

(6) - 0.7 o - 1.,( 07 001
E k ~ ' 'T = h =001

Detering and Ftling (1985) used thu.- relat 01 to 0bm 1  =1 f 4 
s-

compare the legt g . i 'i ven by t he twi-eqiua-

*tion model to the atmspher ic turn given by Using a grid spacing of 21 long by 22 wide

Blackadar (1962). They found that the inixing by 12 high with no obstructions, the Leipzig data

length predicted by Blackador's equation were used to coripere the modified turbulence

increased linearly with height nearn the surface closure scheme with the stiandard engineering

and then become constant near 9. = 0.03 6 where 6 closure. As found 1-y Detering and Ft!Jiig (1985),

is the boundary layer height evaeurted from metan the modified closure was s1.leiior to the other

wind profiles. The mixing length predicted by closure schemes. The computed results matchied

the staudand two-equation model griws linearly the Lviprig data except in the lower part at the

and reaches ;, nqximum of I. = C.16 1. To correct surface layet.

for this difference, Det.i iiij, aiid Ft]ling (1985)

suggested modi fying [ lie dist ipatioii equot i it to 3. comi'UTAT UNAL. 'l',(i- ](bii li -('ONCI.,NIlRATION I Hii-)
account for the decreased sheaor fund in the PEST (Pollutivil FqItat ion Solveii ini Three

middle and upper port of the atmospheric bovindary D~imension~s) solves the three-dimensional steady

layer. They proposed reducing dissipation state scalar convection and turbulent diffusion

relative to production with height or, for e~quat ion

complex flows, marking C1 I J equatijon (5) depend

on the characeristl, length , ca Ie:, c f thle aCU ')(

turbulence using Uj ax 4 1X.1(1 .(0

11 wlbe; is source or -. 4ok cIi Equat ion (10)
C'(7 is solved using the yeloc it fieldi calculoit d bN

TEMIST. For thisa neuitral 1) ttable flow, the
0 where Z Is a trtlet IeIt scalt ard h isz first-aider torhulere rlosure waE. ie.ed Ni the

diratcter isti It cale fko t he a [mosph( it: houv ryoll osi g fut i

layer. They used equiitlIoit (G) (,r the length

scal e 9. rind
U'1 C' - ac (i
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where D Ijib tire muibirlent diffu!ojvjtv tensor.

Assuming a turbulent Schmidt 1uIbelr Of onie and ;in

Isotropic di ffo I vi ty, (I Is then equoa toI thle

turbulent viscosity which Is deterjiri .d ., pairt __

of the fl uid flow caleul at ionI,. The modeled___

diffusion equation was solved using an implicit

ADI finit,- dii fercrcl, scheme (Douglas 1962) which M

incorporated Lu isi. I f 4j ffert 1 11): 1i lit-riC.Z Z

4. S IMULATION

Thom'psi irrrI Ivill-ardi (1977) n ix II 111Cri~

concenitrationl fieli rcSu It fill', from a rool-f ,

emission from anl isolated cubic building ii. file

EPA meteorological wind tunnel. They also

measured the velocity anld turbulence inteos,"t) in Figure 1. PLAN VIEW OF THE NONUNIFORN~ GRID USED
the ongiudial dtecion.We odel~l his ameIN 'TEMPFST' AND 'PEST'. THE POSITION
the ongiudial drecion. We odel~' his ameOF THE BUILDING IS- INDICATED BY BOLDE)R

flow and emisslin using TEMPEST and PFST. Tli e LINES. THF LIMITS OF THE HORIZONTAL

windtunel mdelwas 0.3 m ith Plaed n aAXIS ARE x/11 = -5.05 AND 17.89, WHERE x
win tunelmodl ws 0.3 mcub plcedinIS MEASURED FROM T1HE CENTER OF THE

1.8 m deep simulated rntral atmospheric houmidor> Bt
T

IIDTNG. THE I-fITS OF THE LATERAL
AXIS ARF y/ii = -[-0.06 AND 9.7', W11FRI. ,

layer witf. a wind speed of 1 .46 m/s at. tilt IS MFASI'RK FROM THE CE%',ER OF TIlE
building height. The velocity prufilte without ULIG ( =.16 in. Tl CES

the uilingfollwedthe1/7powt;r ow ithSHOWN ARE 2 TIINOlIIGH 39 IN ThL x
the uildng fllowd te 1/ powr la ci i I RFCTIiJI,, AND 2 I1l114l'GH I 1 IN THE y

elevat lot, z, measured friarr it p110c 0.02', it, alove )I)i(Af I ON.

the floor of thle tunnel and 0.025 i below tile top

of the roughniess elements. The effluentL Was

emitted through a central port fin tile roof with

negligible momentum arid negligible buoiyancy. 0.6

Tile urrrrrrerical simulation, used a v'ai ible MODEL EXP

space grid of 40 long by 32 wide by :32 high. 0.5- x=n 2H

Figure I shows a top view of the grid anid bi ld- x =101- ------ i

Ing. Tile buiiding iccupied sJx to(des inl the ' 0.4

vertical dilil,,tioni and was offset sl i1-tly to one N I

side due to thle odd number of nodes u~sed for the 0.3
F-a

building width. The roof top point eission was /(D
simulated by setting the concentraticon of the 0.HC

uI0.
computational cell cenitered above ti-c roof top to

match the emission rate and the net "low throgh 0. i
that computationial node. .-

0.01
5. ~RFurI.TS 0.0 0.2 0.4 0.6 0.8 1 .0

VELOCITY U/U
TEMPEST was run tint I] ( lie computed velo. i ty

did not change with time and the velocity field.

turbulent k itc1 ii eigy , ari turbrrl it ki nety Fi'gure 2. MEAN Vl-l();'I' PRllOtILFS I(VE INPI-KIMNIAL

energy dissipation were E-tored and litter used ii. ANDt SIMUAE EUTS x=0

PEST. Figure 2 shuows thle clOWrLilird "elocity

profiles ait t lro Jr "a Ius and compa ru. t rho

28-4
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F
computed reults with the wind tunnel simulation. 0.4

Close agreement was found in the mean velocity MODEL

field. Figures 3 anu 4 show the computed tur- inflow

bulent kientic energy and turbulent Uinetic x=2H
}. 3 x : OH

energy dissipation. 
Unfortunately, these 

quanti-

ties were not mea.;ured in the mode] situdy. The

velocity field in a vertical plane through theIN
0.2

center of the building Is shown in Figure 5.

Figures 6 and 7 show the velocity vecturs In two H

different horizontal planes. The tecirculation T0.1

zone in front and bL.,itwd the building cal be been

in these figures, but the grid was too coarse to

show the recirculation zone on the top of the 0

building. 0 4 6 8 10 12 14 16 18
DKE x 100 (M2/S3)

Figure 4. VEFTICAL PROFILES OF THE INFLOW AND
COMPUTED DISSIPATION OF TURBULENT

6.6 KINETIC ENERGY. INFLOW CONDITIONS WERE

MODEL COMPUTED FROM k AND EDDY VISCOSITY

inflow PROFILES GIVEN BY ROBINS (1987) FOR

x=2H 
CONDITIONS.

x =IOH

0.4 x- 2.00 n/s
N

0.3

. -0.2
-r4

6a .6 -9.-,. -. -.-. ,- 9. ., . -, . . . . . - -

0 2 4 6 8 10 12 14 16 18 20 .................
TKE x 166 (M2/S2)

Figure 3. VERTICAL, PROFILES OF THE INFLOW AND
COMPUTED TURBULENT KINETIC ENERGY (k). A 9. 9 .. *

INFLOW CONDITiONS FCR k WERE TAKEN FROM x X . . . . .

PROFILES GIVEN BY ROBINS (1978) FOR > 9 9 9 9

RURAL CONDITIONS.

Concentration isopleths conmputed by PEST are Figure 5. VELOCITY VECTOR FIELD IN T'rL VERTICAL
t PLANE AT THE CENTER OF THE BUILDING.

shown in Figures 8, 9, and 10. in these plots,

the vertical a, d lateia] sci b- ; ;ve hucu in Iigircs II, 12, and I I. Tn these figures the

enlarged. The asymnmetry In ti laterial iso- nondimensiona] concentraLion X is given by

pleths is caused by very small diffeilreu.' It, iiho CIhH
2

/Q, whore 11 I is tile wind speed Lit the

tranverse velo(ties caused by the bui Iditg beLng building height ;nd Q is the emission rate. These

slightly off -niet r r(lative to the jrid. The I l);IlllVS :111W 1 ,.iuh ,.', Q c't(TII I 1' 1-Mtt 11"

coumputed colteil tnt Ion pitl i r v ir i-t led with giroiiul.

measiltre.miit b iodt: il| the wiiid tniirl .illilat I(on
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-1.88 rn/S

->~-120 40 20

- ~ -- > .Figure 8. CONCENTRATION ISOPLETHS (IN MI1LL1-

CRAMS/rn
3

) IN THE VERTICAL PLANE AT THE
-~ -. -. -. -. -~-~ ~ - -5 -~ ~ - -5 -5 -~CENTER OF THlE BUILDING. THE VERTIC(AL.

DIRECTION HAS BFEN EXAGGERATED. THE
LIMITS OF TIHE VERTICAL AXIS ARE 7./H 0

Figure 6. VE-,LOCIT'Y 'sECOk FI IED)IN T I E. 1101<I ZONTAL AND 2.05, AND THE, lIMITS OF THE 110O(1-
PLANK; ADJJACENT'1 T HF- l;RQIIND SURFACE ZONTAI. AXIS ARE zJO -1I.90 anud 6.52.
(z/H = .080).

61

-31' -5 -. -5. -4. -'p5, 5 5.-.-.-. 5 5 5

'a, w 4- 4. 4-5. .95-.. Figure 9. GROUND LEVEL CONCENTRATION ISOPLEThS
- -- .~- -t . -.. ~.~- sN MILLIGRAMS/m 3

) . ThE LATERAL
DIRECTION OF THE FIGURE HAS BEEN

5* 5* 5*EXAGGERATED. THE lIMITS OF THE LATERAL
-.- ~-~-~-*-~-* -- b *. . - - . AXIS ARE y/H - -1.77 AND 3.07, AND THE

-- b--bp--b --1 --- -- -j- -I- -P. -J-LIMITSOF THE WINDWARD DIRECTION ARE
- ~ x/H = 1.90 AND 6.52.

Figure 7. VELOCITY VhC'IOR FIELD IN THE HORIZONTAL simulaticn, irrdels the real flow. The computed
PLANE ABOVE THE MIDPOINT OF THE BUILD- oci1rtim;:Ioctepoe .IlL-IntWIh
I NC (7/i1 - 0.567).cfciLtt t;bwdte orsI '~ tetwItI

the nrtttI tmIdy .1 groundt It-vt I. II. I resulIt Itt
6. 1DIS;HIISSION not surpyising si tice this is the avas thaot Is

* The TEMPEST and PEST Programs were osb I to hsardest [i :intu late both lIn the tuiel study and

*reproduce the flow field and concentiatiuts field in the nriital program. Must itatural atmos-

around an Isolated cob it building. Since "kir plierft Is ItmosIy kiyvi S .11 full rttitgl .isid cha.tc~t-

resul t! were compared wi th .s windl tunntel simida I t erized hy iit 0 ssnt a zvro plano- d spli icereit

tion of the actual atmospheric flow,. there still In both the issodel study arnd the nisseriel simu-

remains the question of how well the wind tunnel

28-6
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0
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0.1

0.0-

Figure 10. CONCENTRATION ISOPI.E1THS (IN MILLI- 0 2 4 6 8 10 12 14 16a 18 20

GRAMS/rn3 ) IN THF HORIZONTAL PLANE X/H
OF THE ELEVATED POINT SOURCE (zIH
1.093). THE LIMITS OF THE AXES IN THE

FIGURE ARE THE SAME AS THOSE IN FIG. Figure 12. NONDIMENSIONAL GROUND 1.FVEL CONCFN-

9. TRATIONS FOR EXPERIMENTAL. AND SIMU-
LATED RESUIS. y - 0, z = 0.025 m

FoR WE11 EXPERIMENTAL REKSULTS AND z

0.015 mn FOR THE NUMERICAL RESULTS.

3.0
MODEL EXP

2.5 x2H - 0.5- MODEL EXP

:2=5H 0 x=5H 0

x=5H 0--- x2H

2.0 0.4 x=8H ----

0 /

p0.30

0 
t_0

At u0 0.2
A U

0.5 Al 0

A.a 0 . A0

0.0 0

0.0 0.5 1.0 1 .5 2.0 00A 0'-. -

CONCENTRATION,x -3 -2 -1 0 1 2 3
Y/H

Figure- I I .NOND I IFNS IONAI. VFRICAL (INC;NTRAI I (N
PROFILES. y = 0

1i gun 4 . NONIIIMI-NSH(NAt, lATERAl CRIILIN) LEVIl.

latioti, this groin I vv -I velocity prof ii ha-d tip CI)NCIN'I RA'I (INS I'ROIIJ:.

be approximated. putiiog was Joi,, it h,~ Wa.inrgto St.,t. Uni~vur-

slly (X, Iigq CItti Mt il- BM100
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FLOWS WITH STRONGLY ANISOTROPIC TURBULENCE - DYNAMIC AND HEAT

TRANSFER ASPECTS

H. Branover and S. Sukoriansky

Center for MHD Studies

Ben Gurion University of the Negev

P.O.B. 653, Beer Sheva 84105, Israel

ABSTRACT

Turbulent flows with clearly expressed inverse energy cascades have been arranged and

studied. The experiments have been performed with mercury flows submitted to the influence of

external magnetic fields. Turbulence intensity data, and even more energy spectra, indicated the

existence of an inverse energy cascade. Such small scale flows can possibly be used for simulation

of some phenomena in atmospheric turbulence.

The present work was undertaken with the goal of providing additional evidence for

verification of hypotheses on turbulence structure and transfer mechanism changes developed in

previous studies. For this purpose, provisions have been made which allowed intensity and

spectrum measurements at different distances from flow entrance into the magnetic field so that time

dependent expansion of magnetic field influence on different parts of spectra could be detected.

Furthermore, different turbulizing grids have been introduced which permitted making comparisons

between small and large scale forced turbulence with different directions of turbulizing elements in

respect to the magnetic field (rods with axes perpendicular or parallel to magnetic field direction).

*Heat transfer processes in such flows have been assessed and strong enhancement of heat

transfer have been predicted. This prediction has been confirmed also experimentally. These

results are important for a number of technological applications, specifically for the design of

nuclear fusion reactors.
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NOMENCLATURE
B = magnetic field induction

D = hydraulic diameter of the channel's cross-section

Ha = BD (a/pv) 1" 2 = Hartmann number

f = pulsation frequency
k = wave number

N = aB2D/pU = Stuart number (interaction parameter)

Re = UD/v = Reynolds number

U = mean velocity

= velocity fluctuation

= energy transfer rate

V = kinematic viscosity

p = density
G electrical conductivity

X = thermal diffusivity

cp = specific heat capacity

INTRODUCTION

Over the last two decades there has been a permanently growing interest in unusual structures
in general and in two-dimensional turbulence in particular and in modification of turbulent transfer

properties. Typical examples of two-dimensional turbulence can be observed in atmospheric

motions influenced by Coriolis forces. However, it is quite difficult to arrange an experiment

reproducing this type of turbulence and in any case it is achievable only in very big experimental

facilities. An interesting alternative way to study two-dimensional turbulence with strongly

modified transfer properties (inverse energy cascades, strong anysotropy of transfer properties, etc)

is presented by flows of electro-conductive fluids in the presence of external magnetic field

producing an additional, easily controlled, body force.

A number of experimental studies of this kind have been performed by using mercury flows

in the presence of transverse magnetic field.1- 4 A review of most of these experimental studies

can be found in Ref. 15. The earliest studies already discovered striking phenomena that, while

judging upon experimental data of pressure drop, an initially turbulent flow could be laminarized by

means of applying a strong enough magnetic field; however, local velocity measurements indicated

persistence or even growth of disturbances. Ta ;,,g into account the fact that a magnetic field does

not influence the structure of a flow, which i , two-dimensional in the plane transverse to the

field, 15 and considering also theoretical results 16 predicting anisotropy of turbulence in magnetic

fields, it was concluded that while the magnetic field suppresses the normal mechanism of

generation of shear turbulence, residual two-dimensional turbulence can have a very high intensity

and a very low decay rate. Later, unconventional -3 slopes in experimental spectra were detected
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and in some, although few, cases existence of a -3 slope in the high wave number region along
with a -5/3 slope in the lower wave number region was found. All that has been interpreted as

IN" manifestation of an inverse energy cascade (where -5/3 slope existed) and enstrophy cascade

(where -3 slope existed) - both predicted by two-dimensional turbulence theory.17-19

Despite the fact that a relatively great effort was done to investigate the peculiarities of
turbulence in electroconductive flows affected by magnetic fields, and that the number of above

referred-to publications which appeared over the last two decades is quite impressive, little evidence

was obtained regarding the mechanism in which a two-dimensional turbulence with amplified low
frequency fluctuations was established. In other words, little light was shed on the question how

does a "normal" three-dimensional turbulence with a conventional energy cascade and energy

dissipation process develop - after a magnetic field is applied - into a two-dimensional amplified
low frequency turbudlence with a supposedly inverse energy cascade and low rate of energy

dissipation, and what are the transient states. Moreover, in all experimental studies the obstacle
placed into the flow for generation of forced turbulence had a relatively very large scale and

therefore it was difficult to make the distinction between two possibilities:
* (a) that the amplification of low wave number disturbances in flows with strong magnetic fields

is due to the establishment of an inverse energy cascade, transferring turbulent energy from

the high wave number region down the spectrum, or
(b) that the magnetic field directly influences the forced turbulence generation process, and the

0 higher the magnetic fields the lower wave number high-energy disturbances are generated.

Those are just a few examples which illustrate some (out of many more) uncertainties which

remained. As a matter of fact, the only relatively well established fact was that in magnetic fields

turbulence disturbances have a tendency toward two-diniensionality. Whether they actually become

ultimately two-dimensional depends, as shown by Sommeria and Moreau I1 on the geometry of the

boundaries. As regards the existence of inverse energy casc'_des, the only supporting evidence has
been the observation of a -5/3 slope and increase of energy of low frequency disturbances in very

few of the measured spectra.

In view of all the above the present study has been undertaken with the following main goals:

*..'." 1) To clarify with posible trustworthiness the existence of an inverse energy cascade;

." 2) To ascertain details (qualitative and, if possible, also quantitative) of mechanisms and

transient states in the process of rearrangement of turbuelnce structure;

* 3) To assess the possible technological implications of observed phenomena.

Elaboration of this program is going on already for a number of years and is still quite far

from completion. Preliminary results have been published in.20'2 1 Since then, a substantial

amount of new experimental data has been obtained, and its analysis now permits to present a
" ,satisfactory, although not yet comprehensive, description and explanation of the phenomenaconsidered.
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* Some General Definitions and Descriptiois of Experimental Facility and hIstrumentation
While considering turbulent phenomena in a flow of the above described type, it is desirable

to introduce the following characteristic time scale for an eddy of size I (-2n/k)

tti = 1/u1 - eddy turnover time

tj = p/ 'B2 - Joule time

where u, is velocity of the 1-scale fluctuation.

The interaction parameter Nk = t tu/t j expresses the ratio of intensities of the Joule dissipation

and eddy distortion processes. 6

It should be emphasized that the Joule time scale is independent of the fluctuation scale and

can easily be controlled by changing the magnetic field flux density B. In this way, the magnetic

field influence can be "tuned" to different scales of turbulence influencing substantially only

fluctuations with lowest wave number at weak field and progressively expanding this influence

towards ever larger wave number when the field increases. Indeed, tt represents the characteristic

time required for the eddy to be distorted, and as a result, small scale eddies to be generated (direct

energy cascade). tj represents the characteristic time in which a fluctuation is substantially changing

its structure due to Joule mechanism of energy dissipation. Therefore, if ttu < tj the fluctuation

* breaks up before it experiences the influence of the magnetic field. If the scale for which ttu =t is

designated by lem then for the region where 1 < lem conventional turbuleace persists, however,

with reduced energy transfer rate e. Obviously, k = 2n/1 value corresponds to Nk = 1. In this

way, it is possible to divide the whole turbulent scales region into two different parts by setting a

definite value of magnetic field B. In one of these parts turbulence does not undergo principal

qualitative changes, as shown above, while in the other part of the region it changes very

dramatically in a way which will be described below.
For accomplishing the goals of the present work provisions were made which allowed

intensity and spectrum measurements at different distances from flow entrance into the magnetic

field, so that time-dependent expansion of magnetic field influence on different parts of spectra

could bi- detected. Furthermore, different turbulizing grids have been introduced which permitted

making the comparisons between small and large scale forced turbulence with different directions

0 of turbulizing elements in respect to the magnetic field (rods with axes perpendicular or parallel to

magnetic field direction and combination of both).

The schematic diagram of the experimental facility is presented in Fig. 1. The facility has a

pump, an overflow constant level tank with a number of dense meshes for quietening the entering

flow disturbances and a constant level sump tank. The tanks are provided with water cooling

which keeps the mercury temperature constant within an 0.5"C accuracy.

The experimental channel, made from perspex, has a rectangular 2 x 4.8 cm2 cross-section.

Magnetic field is directed transverse to the longer side of the channel cross-section. In one part of

the experiments different honeycombs, made of an assembly of electrically insulated tubes, were

used. The external diameter of the pipes of the first honeycomb is 2.4 mm, the second 3.5 mm,
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and the third 5.4 mm. The corresponding wall thicknesses of the honeycomb tubes are 0.3, 0.1

and 0.18 mm. The solidity of the honeycombs is -0.25 for the first honeycomb, 0.1 for the

second, and 0.06 for the third. The length of the honeycomb in the flow direction is 25 cm. A

variety of grids was used for creating different kinds of flow disturbances. Three grids were made
from plastic rods approximately 5 mm in diameter, which were placed at intervals equal to their

diameter. The rods of the first grid are oriented perpendicular to the magnetic field, of the second

parallel to the field, and in the third grid the rods are placed crosswise. The solidity of this last grid

is -0.66. The fourth grid was made from very thin strings, 0.2 mm in diameter, placed crosswise

with a distance between the strings of 4 mm. The solidity of this grid is -0.2.

The electromagnet pole length is 90 cm and magnetic field can vary from 0 to 1.1 T. The

magnet can easily be moved along the channel. In this way a different situation can be created, as

follows. The source of forced turbulence can be placed either in the magnetic field or at different

distances upstream of the magnet. In the last case, providing that the distance from the turbulent

source to the poles of the magnet were greater than the pole height it was possible to neglect

magnetic field influence on turbulence generation. The only magnetic interaction is with the

turbulence existing at the entrance to the magnetic gap.

The mercury flow rate is measured by a venturi flow meter with liquid manometers.

Experiments have been performed at mean velocity value U = 0.3 m/sec corresponding to Re =

73.3 x 103. In several experiments Re was 78.5 x 103.

Local velocity measurements have been performed by means of TSI quartz-coated hot film

probes (1212-20 HG model with 0.05 mm sensor diameter and 1 mm sensor length). The signal

was processed through a Disa 55M system with a 55M10 constant temperature standard

anemometric bridge. The usual probe overheating ratio was 5%. Spectral functions were obtained

by means of FFT Spectrum Analyzer (Spectral Dynamics Model SD 340). The spectrum analyzer

performed the calculations for frequencies up to 500 Hz with 1.25 Hz resolution (time window 0.8
sec), using 64 ensembles for averaging. Using the Taylor hypothesis, corresponding wave
numbers k = 2nf/U have been established.

Attempts to Use a Honeycomb for Elimination of Background Turbulence and Mean Flow Profile

Disturbances in a Flow Entering a Magnetic Field, and Actual Results

For accomplishing the goals of this study it was assumed that one of the necessary

* preconditions is the elimination of penetration of any turbulence from upstream into the test section

with magnetic field. To achieve that placing of fine honeycombs into the flow upstream of the test

section was suggested. It seemed obvious that to be efficient the honeycomb has to be extended

into the section with magnetic field since the entrance of a flow in a magnetic field is accompanied

by a substantial rearrangement of velocity profiles which can yield new turbulence disturbances

also in a case when all fluctuations carried from upstream have been suppressed.

.2 It was expected that with the honeycomb placed in the way described above, the flow in the
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S test section with magnetic field will have an extremely low background turbulence level which

would permit performance of experiments at "clean" and well-controlled conditions. It was also

believed that very small scale and arbitrary oriented disturbances generated by the tail section of the

honeycomb will not have any substantial impact on the flow. However, already the first

measurements of turbulence intensity and later of spectra lead to unexpected and quite dramatic

results.

Fig. 2 shows turbulence intensity as a function of the magnetic field strength (which is

represented by the raLiu of Ha/Re) 'or different flow situations: (I) honeycomb is covered by the

magnetic field, (11) the magnetic field begins at a distance of 5.5 D downstream from the

honeycomb (D is the hydraulic diameter of the channel's cross-section), and (III) there is no

honeycomb in the channel. Comparing Fig. 2.11 and 2.111 one can observe that turbulent intensity

is slightly smaller in case of a honeycomb placed upstream of the magnet, than without a

honeycomb. Changes of turbulence intensity when Ha/Re is increasing are identical in cases 11 and

III. Namely, u'/U reaches approximately 30-40% of the initial level without magnetic field at

Ha/Re - (2-3) x 10-3 and then remains practically constant up to the highest experimental value of

Ha/Re. However, when the magnetic field is applied over the honeycomb section, the influence of

the field on intensity of turbulence is significantly different (Fig. 2.1): intensity reaches a minimal

value, exactly as in the cases above, but after that intensity increases strongly with further increase

of the Ha/Re value, reaching a level two or more times higher than the initial level without magnetic

field.
Experimental spectra are presented in Figs. 3,4. When the honeycomb is not covered by the

magnetic field (Fig. 4), energy density in the low wave number region gradually decreases with the

increase in the value of Ha/Re. There is a slight tendency in the low wave number region towards

steeper slope and simultaneously the energy density at higher wave numbers decreases while the

-5/3 slope is preserved in the inertial range (conventional energy cascade with lower e). At Ha/Re -

510-3 and higher low wave number energy density remains almost constant, but at k > 5.102

(former inertial range) the slope becomes clearly -3.

When the field covers the honeycomb (Fig. 3), energy density at low k initially goes down

when Ha/Re increases as in the previous case. However, at higher Ha/Re values energy density

%increases in the low k region. This coincides with intensity measurements for the same case

presented above.

The striking results described above permit to formulate the following working hypothesis.

In a gradually increasing magnetic field three-dimensional components of flow disturbances

are increasingly suppressed (starting from the largest scales) so that for a given wave number ki
there is a value of magnetic field Bki at which Nki - I and for B > Bki only close to two

dimensional components of disturbances with wave numbers k < ki remain. Providing that at ki

there is turbulent energy injection the turbulent energy in the k:5 ki is transferred to the lower wave

number end of the spectrum (inverse cascade) and this results in amplification of energy density in
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the low k region. At k < ki the slope of spectra should be -5/3. The development of the inverse
cascade demands time and therefore the -5/3 slope zone should gradually expand from k = ki

towards the lowest k region.
Regarding the experiment with a honeycomb described above, the working hypothesis

permits the following explanation of the results obtained. The turbulence observed in the channel
without a magnetic field is the developing wall shear turbulence. The tail part of the honeycomb
generates turbulence at high frequer.zis (from characteristic wave number ki and up) and without a

magnetic field disturbances of such frequencies disappear fast because of viscose dissipation and in
practice do not influence the residual turbulence. Since generation of wall shear turbulence occurs

in the low frequency part of the spectrum, the increase of magnetic field results in decrease of the

energy flux towards high frequencies. When the field becomes strong enough (Nki - 1) the
influence of the field reaches the disturbances generated by the honeycomb's tail, and from that
moment and further the energy of those disturbances is no more dissipated but rather transferred

towards lower frequencies. This results in the increase of energy of low k disturbances and in an
increase of turbulence intensity.

Scrutiny of the Working Hypothesis
First of all let us investigate whether the reason of all the observed phenomena is not the

change of disturbance generation conditions. A comparison of turbulence intensities in the case
• when the honeycomb tail is not covered by the magnetic field with the case without a honeycomb

shows that turbulent intensity is almost equal at all magnetic field values (Figs. 2.M1 and 2.111).

Comparison of turbulence spectra for flows with different honeycombs (solidity 0.25 and 0.1)
placed upstream of the entrance to magnetic field shows almost completely identical results for all

the measured k ranges for different magnetic field values (Fig. 4). Hence, the influence of
pulsations generated by the honeycomb outside the field on turbulence development is negligible.

For the further analysis it is desirable to assess the characteristic value of ki for pulsations
appearing as a result of mixing adjacent jets exiting the honeycomb. Since the pipe diameter for the

*l first honeycomb is 2.4 mm and pipe wall thickness 0.3 mm, one can assume that the characteristic

scale of pulsation is -1 mm which corresponds to ki - 6,000 m-1.
As it was described above, in the case when the honeycomb is in the magnetic field, energy

of the low frequency part of the spectrum is growing fast, starting from a definite magnetic field
value (Fig. 3). The energy at k < 3102 grows approximately ten times. Those wave numbers are
more than by an order of magnitude different from ki and therefore it is impossible to assume

generation of disturbances with such wave numbers directly at the exit from the honeycomb pipes.
This confirms again the hypothesis about the existence of an inverse energy cascade.

Let us now assess the value of the magnetic interaction parameter Nki at which phenomena

characteristic for the inverse energy cascade appear. One can make an estimation for Nki from the

following expression:
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0 Nki ~ GB 2/pkiuk i  (1)

where uki is the characteristic velocity of the pulsation with wave number ki. This velocity can be

evaluated from uk - (kE (k))0 5. Taking ki - 6,000 m-1 one can find that E(k i) - 10-9 m3 s 2 (see

Fig. 3). This implies a value Uki - 2.4"10 -3 m/s. Results presented in Fig. 3 show that the

inversion of energy cascade occurs at 3.5 < Ha/Re- 103 < 5.5 which corresponds to magnetic flux

density values 0.35 T < B < 0.55 T. Taking for the critical value of magnetic field flux density the

middle of this interval, we obtain B = 0.45 T and Nki - 1.1.

For further verification of the working hypothesis experiments with honeycombs having

different solidity were performed. Energy spectra were measured at different distances (10.5, 23

and 43 cm) from the honeycomb (Figs. 5 - 7). Different solidity resulted in a different level of

energy transfer rate £ in the inverse cascade and, consequently, in slightly different levels of energy

at low frequencies in strong magnetic fields. Thus, the energy was higher the greater the solidity.

In other respects the spectra were completely analogous in cases with different honeycombs. The

evlauation of Nki resulted in values - 1 in all cases.
Very similar results were obtained also in the measurements of turbulence behind the grid

made from cross-wise strings (solidity 0.2, string diameter - 0.2 mm) (Fig. 8).

For the low k region (102 < k < 103 at all probe locations application of medium magnetic

field causes a decrease of energy density, while at stronger magnetic field energy density increases

beyond the values without magnetic field. This is a general qualitative tendency. Aw

Quantitatively, there are differences in magnetic field influence for different probe locations.

It should also be mentioned that energy density without magnetic field slowly increases with the

increase of distance. For higher k values without magnetic field there is no clearly expressed

inertial range with -5/3 slope (except for the largest distance from honeycomb where there is a

rather short k range with slope close to -5/3). However, for the higher value of Ha/Re the shape of

the spectra curves undergoes the two following major changes:

a) a range with slopes close to -5/3 appears becoming clearer expressed with the increase of

distance;
b) while in the curve obtained with the probe closest to honeycomb there is a

strongly-manifested plateau with E(k) - const., stretching up to k - 103 values, with increase

of distance this plateau is reduced (remaining only in lower k range) and disappears almost

*- completely at the largest distance; simultaneously, the -5/3 slope region expands towards

lower k values and ultimately becomes dominating for almost the entire experimental k range

(see for illustration Fig. 5.d).

It is reasonable to assume, that the establishment of the -5/3 slope of the spectra at higher

magnetic field values, with simultaneous increase of energy density at low k values, reflects the

existence of an inverse energy cascade. In this respect, it is interesting to check how the expansion

of the -5/3 range with increase of distance from the forced turbulence source (tails of honeycomb
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tubes) coincides with assessment based on energy conservation considerations: 22

kmin(t)-'/ 3t "3/2  (2)

where k.i. is the smallest wave number reached by the inverse energy cascade in time t. (In spite

of the fact that in our case there is no continuous forcing of turbulence, as in Ref. 22, one can

suppose that kinematic of turbulent movement is similar.)

In our case time t is connected with the distance x between the forced turbulence source and

the probe (x-t). Since for a flow with an inverse energy cascade e is independent of distance (time)

at a given magnetic field,

kmin( x l ) X ) -3/2 (3)

kmin(x) x

where x and x, are 2 different distances from the forced turbulence source to the probe. x1

* designates the maximal distance. The values of x were 43.5, 23 and 10.5 in experiments with
honeycombs and 40, 20 and 7.8 in experiments with a string-made grid. Corresponding values of

kmin (x) were taken from the spectra curves. Results are given in Fig. 9. The deviation of

experimental values from the expression 3 is greater for weaker turbulizers. It permits to assume

that the reason of such deviation is the dissipation of turbulence energy.

The next series of experiments were made with dense grids of different configurations.

Typical for those grids is generation of strong turbulence in the wide frequency interval, including

low frequencies. The level of grid generated turbulence is so high that it is possible to neglect the

influence of the honeycomb. Use of grids with different configurations permit generation of

turbulent disturbances differently oriented in respect of the magnetic field. It is reasonable to

assume that in the case when grid elements are perpendicular to the magnetic field, inverse energy

cascade does not appear, since in such cascade only two-dimensional pulsations which are not

* suppressed by the magnetic field can participate. In the case considered here, however, the

generated disturbances are strongly suppressed through Joule dissipation. On the other hand, in

the case of a grid with elements parallel to the field one can expect that the inverse energy cascade

will be manifested very strongly.

Intensity measurements given in Figs. 10-11 and spectra in Figs. 12-13 completely confirm

these considerations. Decrease of turbulence intensity in Fig. 11 in strong fields is very dramatic

and the residual level is only slightly higher than the level in experiments without any grids or

honeycombs (Fig. 2.111). At the same time for cases with rods parallel to the field a very strong

intensity increase was observed and the intensity in strong fields were by an order of magnitude

higher than in a free channel.
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* Analysis of experimental spectra leads to the following conclusions. For grid elements

perpendicular to magnetic field, E(k) decreases strongly at all k when the k > 103 , while k - 103

corresponds to the size of forced eddies, generated by the grid. At this stage, it is not enough

evidence to conclude whether the -3 slope indicates an enstrophy cascade or it has to be attributed to

the angular energy transfer in magnetic fields, as discussed in Ref.10.

In the case when grid elements are parallel to the magnetic field, an extremely "clean" -5/3

slope persisting in the entire experimental range 102 < k < 104 is manifested in strong magnetic

field. This is best seen in the case when the measurements were done closest to the grid (Fig. 13a).

Energy density increases with increase of field first at low k values, but later this phenomenon

expands at the entire k range. With distance from grid increasing substantial dissipation is

observed, the level of E (k) is going down but at higher field values the -5/3 slope still persists.

Results of experiments with dense crosswise grid are given in Fig. 14. Since this grid can

be regarded as a superposition of both cases discussed above, one can expect results having

features common with each of those cases. In particular the influence of a magnetic field should be
manifested in suppression of pulsations perpendicular to the field (leading to initial decrease of

turbulence intensity) and for stronger fields in the establishment of an inverse cascade in which the

two-dimensional pulsations take part. Thus, in this case one can also expect the appearance of -5/3

slopes in the spectra and in the gross of the total turbulence intensity. Indeed, these features can be

easily observed in Fig. 14. In weak magnetic fields the energy of all wave numbers comes down,

however, when the field increases (beginning from B = 0.25 T), the energy of low wave numbers

begins to increase. The above value of B is considerably lower than in the honeycomb

experiments. This is consistent with the fact that the minimal frequency generated by the grid is

substantially lower than that of honeycomb generated pulsations.

As mentioned above, dense grids generate turbulence in a wide interval of frequencies. This

gives an additional opportunity to verify our working hypothesis, namely to check that Nki = 1.
Indeed, for frequencies generated by the grid, the spectrum curve is flat with a slight slope. In the

region of two-dimensional pulsations the slope has to be characteristic for an inverse cascade,

namely -5/3. This enables the location of the point where the change of slope occurs on the spectral

curves for different fields. The wave number at this point corresponds to the maximum extent of

the magnetic field where its effect is significant in making the disturbances two-dimensiomal.

Among all the figures presented in the paper two such points are clearly indicated: wave number

k - 400 m -1 at B = 0.3 T (Fig. 13b) and k - 450 m 1 at B = 0.4 T (Figs. 14b and 14d).

Corresponding values of energy density equal to 2.2"10-7 m3/s2 and 1.3.10 -6 m3/s2 respectively.

Using formula (1), N, is evaluated -1.9 in the first case and -1.1 in the second.

The change of slope on the spectrum moves towards greater k values when the magnetic field

increases. Unfortunately it is not easy to detect the exact position of this point in strong fields since

for high k the spectrum has a sharp slope even without the magnetic field.
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One more proof of the working hypothesis can be found using Fig. 15, where spectra for
different magnetic fields are presented in the case when a grid with elements parallel to the field was
placed at a distance of 18 cm upstream from the beginning of the magnetic field region. At such
distances, as mentioned above, the influence of the magnetic field on turbulent generation is
negligible. Therefore the peculiarities of the spectrum in Fig. 15 in strong magnetic fields (E(k) -
k-513 and the amplification of energy on low frequencies) can be explained only as the influence of
the magnetic field on turbulence generated by the grid and brought by the flow into the magnetic

field region.

Assessment of Heat Transfer Enhancement
The strongly anisotropic turbulent flow, described above, is characterized by an almost

two-dimensional turbulent velocity field in the plane perpendicular to the magnetic field. This
two-dimensional turbulence does not cause substantial momentum transfer. Nevertheless, it can
have a very strong effect on the transfer of passive scalar quantities, such as heat and mass.

Obviously, practical utilization of the turbulent enhancement effect of magnetic fields is much
dependent on the rate of decay of such anisotropic turbulence. As follows from Ref. 11,
turbulence disturbances in strong fields in channels with insulated walls can be described as a
multitude of vortices with axis parallel to the field and perpendicular to channel walls. The
two-dimensionality of the flow is disturbed only in the very narrow Hartmann layer near the walls.

*._ As is well known, two-dimensional vortices parallel to the field are not affected by the magnetic
field. Therefore, the only mechanism, through which energy of those vortices can be dissipated, is
the Hartmann friction in the very narrow wall layer. This leads to braking of those vortices. In
Ref. 11 evaluation of characteristic time tH of such braking is given:

tH = D/B (p/ov)1r2 = D.Re/UHa,

which is independent of the vortex size, if the Ha parameter for such vortex is large.
In most practical cases Re/Ha >> 1, hence quasi-two-dimensional vortices will persist over a

long period of time.
* To illustrate the effect of turbulence enhancement in magnetic fields on heat transfer rate, we

treated numerically the problem of a liquid metal flow between two parallel plates (with distance L
between them), one of which is subject to a constant heat flux

T I Y.0 = y qO (4)

and the other is thermally insulated

- =90 ( 5 )
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The corresponding stationary heat transfer equation is

U(y) DT = a ( X (Y) yT ) + Q(y) (6) t4pcp

The total thermal diffusivity, X (y), required in this equation, was deduced from the theoretical

model for locally isotropic turbulent flows, developed in Ref. 23. This model, which proved to be

accurate for heat transfer calculations of fully developed turbulent liquid metal flows in ducts,

cannot be applied directly to strongly non-isotropic turbulent flows. Therefore, additional

semiempirical considerations were used. From semiempirical theories it is known that turbulent

heat diffusivity is proportional to the product of the integral scale of turbulence and the turbulence

intensity. The experimental results of the present work can be used to estimate the effect of a

magnetic field on these factors.

Thus, the procedure adopted for the calculation of the flow temperature distribution in the

presence of a strong transverse magnetic field was as follows. The first step was to calculate the

heat diffusivity in locally isotropic turbulence. This parameter was then scaled by an amplification

factor, based on our experimental results (of 20 in the results presented below) to account for the

effect of the inverse energy cascade. Equation (6) was solved using this heat diffusivity and an

MBD flow velocity profile.

The heat generation term has the form

Q = Q0e - Y.

Furthermore, the flow is assumed to be thermally fully developed, (i.e. T(x,y) is the superposition

of a linear function of x and an unknown function of y).

The illustration was carried out for channel conditions typical for poloidal-flow blankets of

fusion reactors: the channel depth was 0.4 m, the first wall was subjected to a heat flux q"

0.5 MW/m 2, a total power of 5.9 MW was deposited in the blanket per square meter of the first

wall area, and the factor c in the heat generation term was set to 3.5. The laminar Prandtl number

for lithium was taken to be 0.0362.

Fig. 16 compares the Nusselt number, calculated for the nonisotropic turbulent flow in a

strong traverse magnetic field, with the corresponding Nusselt number, calculated for a magnetic

field free isotropic turbulent flow and for a laminar flow. The latter corresponds to the flow regime

assumed, up until now, to prevail in a fusion reactor blanket environment.

The Nusselt number is defined to be

2q"L

Nu= - (8)
C~pX 0 (Tw - T)

where T is the average liquid metal bulk temperature, Tw is the interface temperature between the
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first wall and the liquid metal, and X0 is laminar thermal diffusivity. In the laminar case the large
difference between Tw and T occurs because the flow is assumed to be thermally fully-developed.
For the poloidal-flow blanket geometry this assumption is not valid. Nevertheless, for enhanced
turbulence heat transfer the flow can be treated with reasonable accuracy as thermally
fully-developed, since the estimated Fourier number (i.e., the ratio of the fluid residence time to the
cross-channel conduction time) was greater than one.

The above calculations predict the enhancement of heat transfer an order of magnitude

compared with locally isotropic turbulence in the channel free from any obstacles, and two orders
of magnitude compared with heat transfer in laminar flow. Of course, the calculation is based on a
very approximate model and should be treated as a preliminary indication of expected phenoemena.
Further experiments must be carried out in order to verify the existence of the effect of heat transfer
enhancement in magnetic fields in channels with turbulence enducing means. These experiments
are at present in preparation at BGU, and the first one of its kind has recently been made in the

experimental facility described above.
A flat heating element, 1 m long and its width equal to the channel width, was placed on the

bottom of the channel. This element was covered by copper plate 5 mm thick. For generation of
eddies with the axis parallel to the magnetic field, the grid with rods parallel to the field was placed
in the entrance section of the channel. Thermocouples were used for temperature meausrements in
the middle of the channel and on the surface of the heated plate. The measured difference between
the temperature of the wall and the average bulk temperature is presented in Fig. 17.

At this preliminary stage only few °C overheat of the copper plate was attainable and it was
impossible to exclude influence of some turbulence inducing factors, generating strong
disturbances with orientation transverse to the magnetic field. However, even under such
unfavorable conditions the effect of heat transfer enhancement due to rearrangement of turbulence
was clearly manifested.
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NUMERICAL COMPUTATIONS OF FLOW PATTERN

IN ALUTINIUM REDUCTION CELLS
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Cairo University,
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ABSTRACT designed and built an experimental cell

Numerical predictions methods, based on using wood's metal and measured velocities

the solution of the conservation equations at various points in the cell. Arita et

governing the mass, three momentum and al (1981) used a flow prediction procedure
energy, bad been widely developed, modified to obtain the bath and metal velocityenegy ha ben idly evlopdmo ifed patterns as well as their intersecting
and tested. These methods became powerful ptrnaste
design tools as they put readily meaningful surface.

predictions of trends and performance
figures under various parametric opera- However, the present work made use of

tion conditlons. the TEACH-T computer code of Guman et al

(1974), modified here to present an alumin-

The present work describes a computer ium reduction cell, to predict local flow
program that solves the governing equ a tions lattern. The present procedure solves the
por thainite solveethe govrnang eions governing equation together with the app-
in the finite difference form and is app- ropriate boundary conditions :o yield ve-
lied to an Aluminium Reduction cell. The locity vectors and flow pattern under var-
cell consider(c here is that of Egyptalum uopetona nditlons.
at Nage Hammady, Egypt with cell current ious operational conditions.

of 150 kA, and producing one ton per day. The following section describes the
The present predictions clearly demonstrate he polowi n d modellibes thehe a p b i l t y to d e u a t l y pre ic lo al n u m e r i c a l p r o c e d u re a n d m o d e l l in g a s s u m p -
the capability to adequately predict local ions while section three describes the
flow pattern and turbulence characteris- t

tics, in Aluminium cells, numerical computations. The paper ends
with a brief concluding section.

1) Introduction 2) Numerical Procedure :
Recently, extended efforts were devoted 2.1. Problem Identification:

to the analysis and modelling of Hall- Flow pattern in Aluminium Reduction
lieroult Aluminium Reduction cells, /iegier
et al (1985), Arita et al (1981), Lee et cells is naturally complicated with mul-
al (1985). These mathematical prediction tiplase and magnetic field effects. The
procedure concentrated on the numerical problem is better visualized by consider-

calculations of current densities, mag- ing the strong secondary flows and flow
netic fields, metal and bath velocities reversal yielding the elliptic nature of
and the wave interface surface pattern the governing conservation equations. it
between the metal and bath. These math- is clear by now that analytical solution

ematical models ranged from simple laminar of the governing equations of mass, mome-
flows to fully turbulent recirculating ntum and energy is indeed very difficult.
ones. The model assumptions were naturally The present work used a numerical proced-
assessed prior to their application into ure that solves the governing differential

cell modelling. To assess the aerodynamic euqations in the finite difference mode

model assumption, comparisons with measu- using an iterative procedure with "SIMPLE"
red velocities and turbulence character- Algorithm of Spalding et al (1972). The

istics are essential. Measurements of cur- full Navier-Stokes equation are to be
rent efficiency and metal topography are solved at discrete nodes in the numericalstraightforward, but those of mean ad grid superimposed on the cell horizontal
fluctuating velocity cmponens are not plane. The mathematical formulation ot
routine and can hardly be obtained in a the problem is considered in terms of
real fu scale cell. Lee et al (985) goemetrical configuration and governing
rleequations and boundary conditions.
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2.1.1. Ceomet r tcal Con I iprat Ion +u -t) + + ! (2)

The geometrical configuration under

investigation is shown in figure lI.t con-
sists of a three dimensional chamber with whrtievusofttieublnti-

* i ts o a t t r-, di m nsI il Ic t a le w r11 cosity are obtained as;
a rectangular horizontal cross section. c
The top is occupied by the anode and the w =0.09 ok /c (3)
bottom is the cathode with molten Alumina t

and electrolyte filling the space. Magne- The values of k the kinetic energy of fur-
tic field is in effect between the two bulence andc its dissipation rate are
terminal surfaces and results in the obtained from their respective transport
motion of the molten fluid and consequent equations, expressed in the form (1),with
aggetation of the cell constituents. y=k andE respectively. The constants of

the model were those of launder et al and
2.1.2. GoverningEquations: were kept unchanged. The validity of this

The governing equations described in model assumptions was extensively assessed

the open literature are put here in the by way of comparisons with available ex-
gperiments in a whide range of flow confi-

gurations, 7iegler et al (1985), Ei-Magh-

-- -raby et al (1985), Gosman et al (1974) and

o-Uj+ -- noujI x. ax. + s (i) Khalil (1983).
I .1 I I

2.3. Boundary Conditions:
where

p is the time averaged local density, In this paper, four boundaries are to

yo is the local laminar exchange coeff- be specified; the longside wall, the

icient, two shortside walls and the symmetry line.

is the time averaged general dependent At all walls, velocities are prescribed

variable, as zero with the application of a wall
function to relate the near wall nodes to

e cwall values and to obtain the resultant
net in the x. coordinate direction.
ne i thaere coo fate srecen shear stresses. The values of k and Eat

§9 is the averake value of the source/sink tera alrgo r lootieterm.the rear wall region are also obtained
term. v from the wall function expressions. At

ke the form of any of the three velocity centreline, zero velocity gradient is ass-

components U., i.e 9=U or V or W thus yi- umed.

elding the three momentum equations in the The present work considered a symmetr-
x,y and z coordinates directions. The ical half section of the cell; figure 2
term Sp is the momentum source/sink term shows the various boundaries of the tom-
in the U,V, and W conservation equations. putational scheme.
Each of these terms combine the shear
and Reynolds stresses effects, pressure The magnetic field effects were repre-
gradients and the body force. For example sented in the momentum equation by the
in the U momentum equation, O=U, Y -and term Fx and Fy denating the magnetic
Su = F - wt fforces. These were obtained from a sep-
u x 7x x arate computer program of E1-Maghraby

to the magnetic field effect in the x dir- et al (1985) that calculates the electro-
ection, magnetic fields at all grid nodes in the

computational cell.
To yield the above equations soluable,

closure of tile momentum equations is nece- Further details of the nature of the
ssary; this is achieved through the appli- equations and their derivations can be
cation of turbulence modelling assumptions found in previous reports.
to calculate the terms uiu j as explained

later. The continuity equation can be 2.4. Finite difference grid:
readily obtained from the general equa- The grid utilized in the present work
tion(l) by introducing =l and putting is of the orthogonal type and is to he
S,=Zero. superimposed on the horizontal plane acr-

I oss thle cell. The grid is constructed of
2.2. flerulence Modelling: orthogonal grid lines with grid nodes at

their intersection points. The governing

The turbulent characteristics of the equations are discretized at these locati-
flow in tile cell are, obtained with the ous. 'he grid arrangement for tile and
aid of a twV tluatlon (k- ) turbulence V is different from those fort . This is
model of launder et al (1974). The model to allow for the easy storing of the boun-
estimates the local shear and Reynolds dary values of U and V at the control
stresses a i in the momentum equations volume edges to ease continuity equation

* as: verification. The grid in this form allows
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also for the input body forces to be [oa- Figure 4 illustrates the axial velocity
ted at the same locations as the velocities vanation along the x direction at various

U and V. lhe grid was of the non-unifrois values oif v. At xogreater than 4.6 and
type with grid ioes condensed near steep a t V/yo less than about .5i, the flow is
gradient zones. Dositive in the foirward di recti-n with

peak positive velocities occuring at the

The finite dIfference discretiZation of centreline. The velocity decays towards
tile governing equation would yield tile the long wall and diminishes to zero with
following equation; a consequent recirculation zone in th.

wall region. [he flow field can be

A +A s; +A +A ; +S A 4) visualized by the eddies counter rotating
n n 5 5 s e w w [P in such a manner that the fluid is brought

from the two sides towards the central
where the terms n,s,e,w denote the north, zone near the long wall and is bein) for-
east and west neighbouring nodes and p ced out towards the side walls in the cen-

denotes tile polar node. Tll tern 5: is to tral plane. Slie velocity vector contour.
be represented in the linearizd from as; are shown in figure 5 for this particular

case.

1 P P Figure 5 demonstrates th com lexiLty-of

The term Ap combines tie cool I ,cieits A the fluid mutton under magretic force
in and clearly identifies two anti-rotating

s e w n vortex zones. Tile vectors shown are drawn
and diffusion coefficient of the term . to scale and were calculated from the pro-
Th? calculated coefficients are incorpor- dicted values of the axial and radial ve-
ated in the momentum equations which are locity components profiles as;

then solved iteratively to satisfy tile 2 2
convergence criteria. Two loops of iter- U R=' +
ations are generally performed; an inner
loop and an outer one. Final convergence at and angle defined as;
is obtained when all governing equations tan e= V
satisfy the convergence criteria. U

3. Numerical _computations; Tihe magnatudes of the resultant veloci-
ties were less than 0.2 m/S with zones of

The present program was set to predict zero velocities well identified. Figure

the electrolyte and the molten metal flow 5 is being constructed of two mirror im-
patterns at two different locations under ages of the half-sectioned velocity vec-
the anode surface. The first case pertains tor s to present a more appreciable vie,
to Z=-O .104 a which is just under t ie 'of the flow pattern.
anode. Sie pro-dictell mean axial velocity
distribution is shown in figure 3. [he ma- The significance of tile present tech-

ximum velocity was less than 0.2 m/s. She nique can be well realized by the para-
velocity profiles at various stations alo- metric investigations; this is effected
ng the cell long side axis indicated for- by changing some of the major factors and
ward and backward flow zones. In the left parameters influencing the cell perfor-
hand side of the cell, velocity profiles mance. Figure 6 shows the radial pro)ties
in the long wall region behaved in a wall of mean axial velocity distribution in tie
jet mannor with the velocity peak in this situation where the magnetic forces are
region moving towards the centre away from 10t of those of the actual cell. That is
the wall. ihe velocity decays due to the to say, what would happen It tie magnetic
adverse pressure effect and a ifLw rever- forces and field were reduced. Apparently,
sal occurs as indicated at ogl .25 and Y/vo the velocity pattern would remain unchanged
of 0. 55. hie rit rentbi of the 1 i, w Iilt Ioll in a broad sense hut would bt reduced in
decreases .o x increaS which ll. due to value. ]hc maximum velocity Is less than
the smaller effect of magnetic fields at 0.04 m/s as compared to 1.2 m/s for the
the central cose of the cell. In the midd- actual case. Tihe size of the forward and
le of the ce Il the I l)w became use arly backward zone is insignificantly changed
stagnant. It is worth noting thar thie sum- as compared to fig. 3. 'he technological
mation of the velocity yields zcro due to cell practice recommended the minimum
tile fact that no mass Is externall., added, flow motion in the cell and hence, small-

i.e. er magnetic forces are required. The que-
v stion is how small, what distribution of

forces and consequently the hurhars.

Another exersine was Lo calculate tiles is also Ltrulie iii thie a direcLt a s flow field under the original actual coil

" d i condititio s but witi a ia ietic I eId that
vi, I san e i y but with n,. -I li e

I a

30-4

.V:.-.

, . %

% t Ato - Dpe



0.5

1.23 2. 0~3 2.01 2.7 4.58 5.41 .25 7.03 8.02 x/Y C

Pig) alcuzat--d, 2.eea Axial Vcl city '2ro±iles.

D.67

,0.58
* 5 ~ f 2 Cl/s

0.42

45 6 7 8

30-5

SK



4 4

Zcuto Cell., o

7.-5 2 -91 3-7 - 5 -4 G. 5 - 8-

- - e - -0

-aclt":eu A- ia Ve c.y Prfie Co Reue MantcPre-a-,o

Bas Case.)- .

30-6



resultant velocity vector is shown in Lee, H.C. and Evans, J.W., 1985, Light
figure 7. The flow field is totally chan- Metals 1985", H.O. Bohner (Ed.), AIME,
ged with one big eddy rotating the whole 569.
fluid bulk. lSpalding I.B and Patankar S.V. 1972, A

The second test case is that for a ho- calculation Procedure for Heat and mass

rizontal plane at 0.4m under the anode in Transfer in 3D flows, Int. J. [teat and

the molten metal bath; the magnetic for- Mass Transfer, vol. 15, 1787.

ces were obtained from the solution of the Ziegler, D. and Evans, I.W., 1985, Math-
electromagnetic field. The predicted ematical Modelling of Electrolyte cir-
molten metal flow pattern for this case culation in cells with Planar vertical
is shown in figure 8. The obtained dis- Electrodes, J. Electrochemical society.
tribution is similar in nature to that of
figure 6. Tile vector in figure 5 indic-

ated stronger inward flow in tile centre
of the cell while those in figure 8 sho-
wed less diffusion force in the middle of
tile cell. The size of the eddies was
nearly the same.

4. Closure :

The present section demonstrated the
capability of the computerprogram MAC to
predc!t the local flow pattern in Alum-
inium cell under various operating condi-
tions. The obtained predictions indicated

calculated peak velocities of the order
of 0.15 m/s which is consistant with pre-
vious work of Arita et al(1981) for a

similar cell with prebaked anode. The
calculated flow pattern demonstrated the
existance of zones of steep velocity gra-
dients and recirculation. It is antici-

pated to perform some more calculation
tests to be compared with available ex-

periments in the next report.
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TURBULENCE MEASUREMENTS IN A FLOW

GENERATED BY THE COLLISION OF RADIALLY

FLOWING WALL JETS*

Barry Gilbert

Grumman Corporate Research Center

Bethpage, New York 11714-3580

ABSTRACT 1. INTRODUCTION

Early results of an experimental investiga- A unique turbulent mixing phenomenon results

tion of the abnormally high turbulence level and from the collision of opposing wall jets. The

mixing layer growth rate characteristics found in mean velocity profile of the generated flow

takeoff and landing (V/STOL) flows in ground wall jet turbulent flows. However, the macro-

effect are presented. The upwash flow is formed scopic properties of mixing layer growth rate and

from the collision of two opposing radially the corresponding mean velocity decay rate are

flowing wall jets. The wall jets are created in a significantly different. This combined effect

unique way that allows the upwash to form without means that there is a different distribution of

any interference due to the source jets. The average momentum in the flow. It is important to

objective of this work is to systematically properly understand the mixing process and the

characterize the development and structure of the dynamics of the resulting flow in order to take

flow. The upwash flow exhibits very large mixing full advantage of this effect in some applica-

rates compared to turbulent free or wall jet tions.

flows. A unique set of two component velocity One such flow has recently been identified

profiles was taken in the upwash flow field, due to the development of aircraft with V/STOL

These measurements include several higher moment capability. When a V/STOL aircraft is in ground

terms that appear in the turbulent kinetic energy effect, the exhaust from the aircraft lift jets

equations, as well as length scales and inter- interacts with the ground, producing an upwash

mittency determinations. Measurements were taken flow directed toward the underside of the

along the axis connecting the two source jets as aircraft. This upwash flow (including fountains,

well as off this axis at six measurement stations in the case of more than two jets) has profound

above ground. The results 'r ovide detailed data aerodynamic implications on the aircraft design by

* on an important class of flows where none existed, virtue of the additional lift force it imparts to

and they are expected to significantly improve the the aircraft at its most critical point of opera-

computational empirical tools available for tion, in hover. The induced aerodynamic effects

predicting V/STOL behavior near the ground. due to upwash augmentation of lift forces and

suckdown entrainment over the lower surfaces of

SThis ork was funded by the Air Force Office of only 5% of engine thrust may translate into as

Sti Rewase funde r Force o c much as a 40% difference in mission payload or
Scientific Research under contract No.
F49620-85-C-OIIl by Dr. James Wilson. endurance as described by and Kalemaris and York
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(1979). An understanding of the basic physical

mechanisms acting in the flow field between the

aircraft and the ground is vital to the successful

development of a practical V/STOL aircraft. SYMMETRY PLANE

The upwash flow is very difficult to analyze GROUND PLANE

because of the much greater mixing layer growth

rate compared to other types of turbulent flows as

d e s c r i b e d b y R a j a r a t n a m ( 1 9 7 6 ) . T h e p r o b l e m i s S N I

made computationaly difficult by the intrinsic /

three-dimensionality of the upwash and because the

turbulence in this type of flow is not understood. FOLDED IMAGE PLANE

Numerical codes require better definition of the

turbulent structure in order to make reliable

predictions of the fountain flow and, later, the-

fountain/aircraft interaction. PREDICTED HALF WIDTH

Although the upwash flow field is very PREDICTED UPWASH EDGE

complex, the analysis that is most often used is

based on a very simple model. The mean velocity REAL UPWASH EDGE

* profile along a line connecting the source wall

jets looks like the profile found in a free radial

wall jet. A simple momentum balance along the

collision line requires that a fan forms long the REAL HALF WIDTH

symmetry plane between the two jets (see Fig. 1).

Extrapolating these velocity vectors back to their

virtual origin is equivalent to folding the ground

plane down. The flow is then analyzed simply as a

radial free jet with its origin located at the

impingement point of the source jets. The most

obvious problem with this type of analysis is the

much faster growth rate found in the upwash

compared to a free jet. This has profound influ- FIG. 1. DIAGRAM SHOWING CURRENT
NANALYSIS USING A FOLDED IMAGE

ence on both the distribution of momentum in the PLANE

upwash and the magnitude of the entrainment field

* contributing to the suckdown on the aircraft. As The approach adopted was to initially examine

diagrammed in the Fig. 1, the real upwash fan the turbulence found in a very simple two-

extends over a much broader region than the free dimensional flow configuration. The lifting jet

radial upwash model would predict. impingement region with the ground was eliminated.

This program is designed to investigate the The radially spreading wall jets were replaced by

* mechanisms that control turbulence levels, mixing simple two-dimensional wall jets. Specific

layer spread rate, and mean velocity decay rate in characteristics contributing to the high turbu-

the upwash fan, thereby determining the pertinent lence level and to the increased mixing rate were

scaling parameters of the flow. The goal is to isolated and identified. In addition the upwash

provide a reliable data base for use in predictive turbulence structure was examined in fine detail,

computational models and to provide the foundation providing a detailed data base for the first

necessary to properly model the basic V/STOL time. These results were reported previously by

turbulence equations. Gilbert (1983, 1984, 1985).
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The results presented in this paper represent constructed for the study of the upwash created

some of the measurements taken in the flow created from the collision of radially flowing wall jets.

" by the collision of radially flowing wall jets. The usual method employed for the generation of

This configuration more closely approximates the this sort of wall jet is the impingement of a

actual V/STOL flow behavior. We have made circular free jet into a ground plane. While this

detailed surveys of the three velocity components method undoubtedly creates a radial wall jet in

and several of their statistical moments, the case of an upwash, it also introduces an

Profiles have been made through the flow domain of additional complication. It is impossible to

the upwash for equal strength wall jets. This is isolate the effects of the presence of circular

the first time that these data have been measured, free jets on the development of the upwash

In the sections that follow, we will describe physically located between them. The downward-

the new flow facility designed to study radial flowing free jets set up a strongly coupled

wall jets. The wall jet characteristic will be secondary rotating flow with the upward-flowing

given. It is important that these charactpristics upwash.

are well-documented and well-behaved because they We wanted to generate a highly controllable

form the starting conditions for the upwash. The upwash flow whose characteristics would not be

basic upwash mean and turbulent properties will be affected by the presence of a large secondary

given. These are compared to free jet and two- flow. The geometry chosen was one that employed a

6dimensional upwash results obtained in an earlier circular source jet flowing through the ground

investigation. Finally, a discussion of the plane from below. The circular jet is diverted

results and implications to modeling of these into the radial direction along the ground by

types of flow is given. impinging it on a circular deflector plate.

2. RESULTS The new flow facility is shown in Fig. 2.

2.1 Apparatus and Instrumentation Various different permutations of gap height and
deflector plate diameter were tried. The

A new wind tunnel facility was designEd and

j7_ 3-DEGREE
TRAVERSE

X-WIRE PROBE

INSTRUMENTATION PLATE

' SORCE ET (WITH
FCOUPLIN

FIG. 2. PHOTOGRAPH OF RADIAL WALL JET UPWASH FACILITY

32-3



resulting mean velocity profiles were compared to jets and along the synmoetry plane in the upwash.

those obtained from a conventional free jet For clarity, wall jet parameters are indicated

impingement radial wall jet flow. The final with a 'w' subscript.

geometric combination chosen was the one that had 2.2 Wall Jets

the same mean velocity decay profile and radial

wall jet half velocity height growth rate as the Figure 3 shows typical velocity profiles

impinging free jet. taken at the exit and slightly downstream of the

radial jet, and includes the entrained flow over
The photograph shows the two source jets the top of the deflector plate. Profiles taken at

exhausting from the two independent plenum three radial positions around the exit for both

chambers below the instrumentation plate. The jets show very similar profiles. Notice that the

source nozzles are coupled to the instrumentation flow seems to stick to the deflector plate at the

plate via a flexible collar to provide vibration exit but begins to form a normal wall jet profile

isolation. The plate is supported by the plenum at only 5 gap heights downstream.

chambers in such a way as to isolate the flow from

any fan vibration that may be transmitted through

the chambers. The deflection plates are mounted

by three support cantilevers with the gap set by 350

machined spacers. The circular disk in the center 3.00 00w 0
contains a series of eight static pressure taps. 0

By rotating this disk, the entire static pressure . 5 10.5 x %o 105

field between the two source jets may be mapped. 0- 2.00 - ' %x 15

The gap height is 5 mm, and the deflection plate : o,20>_ 1.0o 20 1
has a 15.25 cm diameter. The source nozzle has a ., ,

50 cm diameter. The plate is 100 cm x 50 cm, with o .

a jet center distance of 50 cm or 100 gap heights. LU - c X

The radial jet exit velocity is typically 95.5 0.50 0

mps. 0.00 - m x I- 1 , 1
-0.10 0.00 0.20 0.40 0.60 0.80 1.00

The data reported in this report were taken

with a commercial X-probe hot film anemometer MEAN VELOCITY, U/Ujet

calibrated in our facility. The experiment and

data acquisition are controlled by our real-time FIG. 3. TYPICAL EXIT JET PROFILES
mini-computer system. Two time series from the

anemometers and various other flow conditions are Wall jet mean and turbulence profiles were

* taken at each point. The time series are pre- taken at 16 locations from the jet exit nozzle to

processed in real-time and stored before the a position beyond the instrumentation center-

program increments the probe position. At each line. The position of these profiles is noted by

point, 32768 data pairs are taken at 2500 the numbers along the instrumentation plate shown

pairs/sec for about 13 sec. in Fig. 4. These measurements were made at equal

The coordinate system that was chosen for distances along the plate in increments of approx-

these experiments makes it easy to compare wall imately 4 gap heights. Each profile contains 26

jet data with traditional wall jet data, and points spanning 12 gap heights. The height is

upwash data with free jet data. A system was shown by the brackets at stations 15 and 16 in the

chosen that allows the X direction to be in the figure. The data acquisition and movement of the

direction of the largest velocity component; that single-element hot film probe were controlled by

is, X is toward the symmetry plane in the wall the automatic digital data system.
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jets produced by impinging circular jets on a

plate give a value of 0.087, and that value seem

- + - -.---- ---2D to be independent of the height of the inpinging

TOP.. 4 jet from the plate. The virtual uryns, defined
.....- r by the half velocity growth curve, are -7.14 and

TOP 4D -7.20 gap heights which are about half-way between

VIEW , i- 6D the geometric centerline and the exit.

Matching the maximum velocity values at the

physical centerline alone was not enough to ensure

that the upwash fan would form vertically. ',n

tX early tests, the maximum velocity criterion

12D produced an upwash fan that formed at the physical

lOD centerl ine but that was not vertical. Careful

!'VIEW 4D 102D

.D A) GROWTH RATE PROFILE16 1412 10 8 64 2 8 0 LEFT HAND SIDE EXIT."

o RIGHT HAND SIDE EXIT

0 -

WALL JET MEASUREMENT cc XI
STATIONS 6~u~

FIG. 4. DIAGRAM SHOWING MEASUREMENT 4
STATIONS AND COORDINATE
SYSTEM USED

0

> 0 I I
A plot of the wall jet growth rate as L. 0 10 20 30 40 50 60 70

characterized by the half velocity height versus Z DISTANCE DOWNSTREAM OF JET EXIT, Xw/Gap
the distance downstream is given in Fig. 5A for

each wall jet. A linear least squares curve fit

of the data from stations 4 through 16 (Xw/Gap > 40

14) gives a growth rate of 0.097. The first B V
E

stat ions were not used in the curve fit because Do LEFT HAND SIDE EXITLETHAND SIDE ZEXIT

they are in the developing region. Figure 5BRG N E
shows the linear decay of the maximum velocity >:

versus distance. This relationship is required by 0 20
Ul

conservation of momentum considerations. The data 01

were normalized by the characteristic half height

0 dimension and alternate profiles were plotted. 100
-JFigure 6 shows that the mean velocity similarity w

exists as early as Xw/Gap = 13, much sooner than >

usual. The turbulence energy profiles show simi- < 10 20 30 40 50 60 70

larity at about Xw/Ga p 
= 20. 2 DISTANCE DOWNSTREAM OF JET EXIT, Xw/Gap

The generally accepted growth r3te value for

an axisymmetric wall jet is 0.078. However, wall FIG. 5. RADIAL WALL JET CHARACTERISTICS
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half velocity height at the collision point of an

4.001- f individual radial wall jet, is the characteristic

A SYMBOL XwIGap dimension of the upwash. Measurements were made

0 along the centerline connecting the two jets at 6
3=3.00t-• . 13

3 . x 21 heights from 2D to 12D. Measurements at 120 may

x 29 have been affected by the presences of the probe

0 o 37 transverse mechanism and support structure.2.00 " *45
,- ,x0 Profiles also were taken at four cross-stream

a + 53
m 61 locations in the Z-direction. These profiles at
z 1.00 -€ 2D increments were 6D to -2D and at the same four

lower heights as the centerline. Additional

profiles were taken along the Z-plane in the
0.00 _ .

0.00 0.20 0.40 0.60 0.80 1.00 symmetry plane and at one-half width to either

side of the symm1etry plane at heights of 4D and
MEAN VELOCITY, U/Umax 6D. Each profile contained 60 points positioned

FIG. 6. NORMALIZED RADIAL WALL JET MEAN approximately 0.23D (4.8 mm) apart, except at the

VELOCITY PROFILES lowest station where they were at half that value.

Each profile was repeated with the X-probe rotated
measurement of each velocity profile at the 90 degrees so that all three velocity components

centerline showed that one flow had an excess of at each point were measured. Since this procedure

momentum above the maximum velocity point. This repeats the measurement, it is a good check on the

Caused the flow to slant away from that side reproducibility of the data.

showing the strong sensitivity of the flow to very

small differences in the velocity profile. The There are two forms of data acquisition

source wall jets were manipulated to give nearly programs. These programs are responsible for

identical profilhs; therefore, momentum distri- taking the real-time data, performing some pre-

butions at the collision point also were nearly processing, storing the processed data, and

identical, controlling the probe movement and timing. The

longer form of the program does a complete
The wall jet characteristics at the center- turbulence analysis; the other computes only

line may be determined at Xw/Gap = 50. The wall means, turbulence energy, and one component

jet parameters when no collision occurs should be Reynolds stress. The long form computes, in

used to normalize upwash data in a manner similar addition, third and fourth moments, auto-

to using the wall jet nozzle height and source jet correlations and cross-correlations, Taylor

velocity as characteristic parameters in a wall nicroscales, and integral scales. These allow

jet flow. At the renterline, the wall jet half calculation of various terms in the turbulent

velocity height is Bw/Gap = 4.0 = 9 = 20.50 m, kinetic energy equation, and intermittency. The

and the characteristic velocity is Uc /Ujet z length scales are calculated by computing the

0.218 = U = 20.8 mps. The value D now becomes the turbulence energy spectra from the time series by

characteristic height for the upwash and is used using fast Fourier transforms and then computing

* to determine all the measurement stations in the the correlation using the inverse transform. The

upwash. The region of influence of the collision,- Taylor scales also were computed from the deriva-
extends to about 20. This is shown as a semi- tive of the time series for comparison. Taking

circle in Fig. 4. time derivatives inherently adds noise so that

2.3 Upwash Measurements these values are not as reliable as those obtained

Figure 4 shows the location of the measure- from the correlation method. The values agreed

ment stations in the upwash. The value D, the well at the symmetry plane where the intermittency

32-6
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is one. Along the centerline, a complete data

analysis was done. Only the first and second 4.001

moments will be shown here. At all other points, X F A) GROWTH RATE PROFILE

a shorter analysis was performed that gives only I

the first and second moments (means, turbulence

energy, and Reynolds stress). -O

The mean velocity profiles in the upwash Q 2.00

direction were curve fit with a least squares :

curve of the form U = A+C = exp [-(Y-Yo) 2 /2S 2],

where Yo is the symmetry coordinate, A+C is the 0 1 .oo

maximum velocity, and S may be used to define the l

half velocity w idth as B(U=Umax/2) = 1.177 S. U." O .OO -

This curve fit procedure is superior to the usual X 0 2 4 6 8 10 12 14

determination of half width that relies on inter- HEIGHT IN THE UPWASH, X/D

polating between data points to find Umax/2. That X 12 . .....

method suffers severely from data scatter in both B) VELOCITY DECAY PROFILE

the determination of Umax and the interpolation at R

Umax/2, and rarely gives symmetric half velocity M 10

positions. ,

The half velocity growth rate curve defined 8

by the curve fit technique is shown in Fig. 7A.

The growth rate shown is about 0.25. This value

is essentially the same one found in the previous 0 6

two-dimensional upwash and is more than twice the >

free jet value. The mean velocity decay curve is Z

shown in Fig. 7B. The data are plotted in a form 0 2 4 6 8 10 12 14

to give the linear relationship required by HEIGHT IN THE UPWASH, X/D

conservation of momentum considerations.

The normalized mean velocity profiles at six FIG. 7. RADIAL UPWASH CHARACTERISTICS

heights are shown in Fig. 8. The profiles have ALONG THE CENTERLINE

been shifted to their symmetry point and normal- -M_

ized by the local half velocity width and local E 10 SYMBOL XD

maximum mean velocity as determined by the curve 0.. 2
0 4

fit. It was found in the two-dimensional wall jet _ 0.80 " 6

studies that the zone of influence of the L X 8
0o 10

collision is on the order of two characteristic W 0.60 12

length scales 0. Therefore, there is still some

evidence of the turning of the flow at X/D = 2. 40

• The residual velocities shown in the tails of the

velocity distribution are similar to those found W . .N 0.20 ,

previously. This entrainment flow is also very .

evident in the smoke flow visualization studies. : 0

The mean velocity profiles are symmetric. These 0 -4.00 -2.00 0.00 2.00 4.00

similarity profiles may be expressed as U/Ura x  Z CROSS-STREAM DISTANCE, Y/B

exp {-0.693 n2 } where n : Y/B. The constants in FIG. 8. NORMALIZED MEAN VELOCITY

PROFILES
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the curve fits have been absorbed into the virtual X
origin shift. However, the mixing layer growth c E

:_ 0.14 -____ __

rate is about twice the free jet value. The A) SY A)X ,D-: .. SYMBOL XID

similarity profile for this flow can be written as

U/Uriax = exp (-12.0 (Y/X) 2 ) where the free jet 0 0 4

coefficient is between 70.7 and 75.0. Since the o 6

mixing layer growth rate is higher, the mean.. x 8

velocity decay must be correspondingly lower. Our Z . 1
-J . 12

decay curve is Umax/o = 1.5/(X/0) compared to a -f

coefficient of about 3.5 in the free jet case. CC

The entrainment coefficient can now be - 0- -k0.02
estimated from the mean velocity decay and growth Z

rate relations used in the conservation equations. 0 -4.00 2.00 0.00 2.00 4.00

By assuming the entrainment velocity as a constant 2 CROSS-STREAM DISTANCE, Y/B

fraction of the local maximum velocity, the 0

fraction is given as 0.53 times the growth rate. X
'U

In a free radial jet, the growth rate is 0.1, c- E3 0.14---
which gives an entrainment velocity of 0.053. For : B) SYMBOL X/D

si4 2
the radial upwash, the entrainment velocity is o 2

significantly higher at 0.125 of the local >

maximum. This can readily be seen in smoke flow 6U 6 o

visualization studies. The entrainment velocity Z 8
.,14= 0 10

represents only the magnitude of the velocity Z.. 12"' 0.06
carrying mass into the upwash and is not expected . 6

to appear strictly as a transverse velocity cc

component. mVea

The component turbulence energy in the mean 0.02 4

flow direction is shown in Fig. 9A. Similarity is U 0.00 _ _....O -4.00 -2.00 0.00 2.00 4.00
reached at about X/D = 4, which is much faster C.

than usually found in radial free jets and is CROSS-STREAMDISTANCE, Y/B

about the same found for the two-dimensional U

upwash. This may be due to the fact that there is

no core region that needs to decay before the . SYMBOL X/D

O similarity jet can form. These profiles are ): C

normalized in a manner similar to the mean >" 0.06 0 42
0 -4%. 4

profiles. The magnitude and form of these 6

profiles are exactly those expected to be found in Z 8
U .0.o 10

a two-dimensional plane jet. These turbulent I- 0.04 4 1
Z 12

velocity profiles are symmetric and have symmetric LU

peaks. The components in the two cross-stream "

-. . directions, obtained by rotating the probe, are M 0.02% R

shown in Fig. 9B and 9C. These two figures show

the expected form and values. Figure 10 shows the Z !
total turbulent kinetic energy profile at six Z -4.00 -2.00 0.00 2.00 4.000
measurement stations normalized as before. The a. CROSS-STREAM DISTANCE,Y/B

total energy q2 reaches similarity quite rapidly, 8 FIG. 9. COMPONENT TURBULENT ENERGY
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AN30 0.06

" m p NE 0 3 0  -__ ___ SYMBOL XID
0.05- -0 2 1- SYMBOL X/D 00.04 ,_ 4o"~~ ~ 0.25 4 i ',

025-
" 4 --),,0r X 8

*U02 10
0.. ' 6 0.02

i 8 12
0. 0 x0.01"
0.15 r- o o 10 LU

, 1 12 :0.00
Z t, ,-

0.o10 -

U J! W -0.02 -
Z 0.05 , -" " -01 _"__. _

-4.00 -2.00 0.00 2.00 4.00co 0.00
mr -4.00 -2.00 0.00 2.00 4.00 CROSS-STREAM DISTANCE, Y/B

CROSS-STREAM DISTANCE, V/B
FIG. 11. SHEAR STRESS COMPONENT

FIG. 10. TOTAL TURBULENCE KINETIC ENERGY the expected normal distrihution. However, in all

free shear flows, the ratio of the intermittency

half width to mean velocity half width is two asshowing that the slower development of the
shown by Townsend (1980). Our measurements in the

individual components is really due to a redistri-

bution of turbulence among the various components upwash give this ratio as one. As indicated, all

as they approach local isotropy. Examination of of the profiles shown have been normalized by

the component turbulence energy and total kinetic local mean velocity half widths. So, while the

energy levels found in the upwash shows these form looks absolutely correct, the widths of the

values to be exactly the same as those found in profiles are about twice the free jet widths.

ordinary radial and two-dimensional free jet Because of the method of normalization, this means

flows, that the intermittency profile is really very

similar to the free jet profile. Because the
Figure 11 shows one component of the Reynolds upwash intermittency profile does not have a flat

stress, uv . Across the center reglon, the region at the centerl ine, the non-turbulent flow
Reynolds stress profiles are anti-symmetric ahout

the centerline passing through zero and have the SYMBOL X/D

same maynitude on either side. Since Reynolds 1.00 2

* stress measurements are particularly sensitive to 4

measurement techniques, these plots are a good 60.80"-
U 8
01

*w ndication of the precision of the entire experi- Z - ' 10

ment. The form and magnitude are again exactly u- o t 12

those expected for radial and two-dimensional

jets. 0.40 "

In addition to growth rate, another departure 0.207
from free jet characteristics is found in the

intermittency. Figure 12 shows the normalized 0.00 _ .

intermittency. The intermittency is determined by -4.00 -2.00 0.00 2.00 4.00

the flatness factor normal ized by the centerl ine CROSS-STREAM DISTANCE, Y/B

value. An intermittency factor of one indicates

fully turbulenL flow. The form of these curves is FIG. 12. INTERMITTENCY PROFILES
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outside the upwash is penetrating nearly to the From these ddta, it s possible to compute

centerli ne; that is. the mix;ng layer must have a the velocity vector in the plane perpendicular to

penetration lengtn scale nearly equal to the half the line connecting the source jets. The plane

velocity width, that lies halfway between the two source jets is a

The results of the profiles taken off the symmetry plan-. The theory derived from a simple

centerl'ne were very similar. The processing of conervaton criterion roquires that these vectors

all are straight and omnanate from the same virtual

these data was performed just like the centerl ine

data. The growth and decay characteristics are oriin. The measured values with the theoretical

prediction are shown in Fig. 14. To the positivehown ;n Fig. 13. The mean velocity vector used

4n the calcultons was the true vector omputed Z-sde, the agreement is very good. 0n the
in te clcuatins as he ruevecor ompted negative ride, the vectors seem to point more

from the three mean velocity components. These

snw that the centerlne values of growth and closely to the vertical. Planes parallel to the
snow ta h etrievle fgot n

symmetry plane show that the vectors turn more
'- decay also appear off axis.

toward the vertical as you go away from the

symmetry plane. This is reasonable since this

0 4.00 flow is more influenced by entrainment and less by
mA) GROWTH RATE PROFILE

AHRthe direct collision with the opposing wall jet.

3 The reason the negative side vectors are ditferent~3.00
0 from the positive ;s a small wrinkle in the upwash

0 fan. Throughout the lnitial stages of sett:nj up

= this experiment, it was ContinuouSly re-emphasized
2.00 . z- SYMBOL Z/D

0 CENTERLINE that even a small variation in the wall jet

2 profiles along the collisi;on line would result in

1.00 4 a slanting or wrinkling of the upwash fan.

0 6

',W o -2

U 0.00 -

0 2 4 6 8 10 12 14
- HEIGHT IN THE UPWASH, X/D 12D

."x 10D/

0 12 . . .

: B) VELOCITY DECAY PROFILE

:S: 10 8D

• >: .

wO 8 
IPREDICTED

Sr 8 t

o 6D DIRECTION
>. "SYMBOL Z/D

- 6; . CENTERLINE
-, 2 4

~~0
0 > 4 6 M6"T MEASURED

.. z , -2 2D V ECTOR

0 2 4 6 8 10 12 14 -2D CI 20 4D 6D

HEIGHT IN THE UPWASH, X/D

FIG. 13. RADIAL UPWASH CHARACTERISTICS FIG. 14. MEASURED AND PREDICTED VELOCITY

OFF THE CENTERLINE VECTORS IN THE SYMMETRY PLANE

32-10
0 "

, ... " ..



i. SUMMARY velocity from each jet is equal. However, the

characteristics of the upwash also are very
The data reported in this paper represent sensitive to the profile or distribution of

initial results of a fundaoental investigation of
moiimentum in the wal I jet. A smal I variat ion in

the turbulence strucLure found ;n the flow created the wall jet profile will cause the upwash to

by the collision of radially flowing wall jets. slant significantly. The expected, abnormally

This type of flow is found in the upwash region of high mixing layer growth rate was found in the

V/TOL aircraft. The experiment is a continuation radial upwash. The result predicted hy other

of a stuidy that started with a s impl if ied two- investigators of abnormally high turbulence energy

dimensional wall jet geometry that has been
was not found in either set of experiments. The

general ized here to radial jets. A new method of linear trends for upwash growth rate and local

producing a radial wall jet was developed that maximum velocity decay rate were found. The
avoidsmthelcompy dccty natintroducedndy the

avo~ds the complications introduced by the upwash flow reaches similarity very quickly due to
presence of impinging jets. Radial wall jet the very high mixing rate and the lack of a core

profiles were taken to assure that the wall jet region that has to b: consumed. The very sharp

characteristics of an impinging jet were faith- intermittency profile of the upwash also differs

fully reproduced. These surveys showed the rapid from the one found in a free jet. This indicates

development and turbulence similarity profiles. that the non-turbulent flow outside the upwash is

They exhibited the well-established mixing layer penetrating nearly to the centerline of the

growth rate and mean velocity decay rate that upwash; that is, the mixing layer has a penetrd-

characterize radial wall jets. Measurements were tion length scale nearly equal to the half

N, made ;n the upwash region which resulted from the velocity width of the upwash fan.

coll sion of radial wall jets. These are the most

complete turbulence measurements in this type of

measurements in a two-dimensional upwash. AIAA
stat ons along the line connecting the source No. 83-1678, AIAA 16th Fluid & Plasma Dynamics

jets, and four measurement stations along planes Conf., Danvers, MA.

parallel to the centerl ne plane and along the Gilbert, B.L. Aug. 1984: An investigation of
turbulence mechanisms in V/STOL upwash flow

symmetry plane using X-probe hot film anemometry. fields. Grumman R&D Center Report RE-688.

All three velocity components were measured. The Gilbert, R.L. Sept. 1985: An investigation of
* turbulence mechanisms in V/STOL upwash flow

results corresponded very well to those obtained fields. Grumman R&D Center Report RE-707.

in the two-dimensional experiment. The collision Kalemaris, S.G.; York, P. May 1979: Weight
impact on VTOL, SAWE Paper No. 1326, 38th

iregon of !nfluence is about two characteristic Annual Conf. of SAWE, New York, NY.

heights. The characteristic height is the half Rajaratnam, N. 1976: Turbulent jets. In:
Developments in water science. Vol. 5.,

velocity height of the wall jet that would exist Amsterdam: Elsevier Scientific Publishing Co.

at the collision point for a single jet. The Townsend, A.A. 1980: The structure of turbulent
shear flow, 2 ed. Great Britain: Cambridge

upwash forms at the point where the maximum mean University Press.
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ABSTRACT with resoect to each other and to nonelectromayne-

tic methods which will be discussed in sequel.
Two major electromagnetic methods of turbulence In the following it is assumed that tne conduc-

measurements are discussed. Both methods are based tivity of the fluid is constant and large, the fre-

on the measurement ot the electrical field induced quencies in the flow are not very large and the

by the fluid motion in the presence of a magnetic magnetic Reynolds number is small, i.e., that

field. In the first method a multielectrode poten- c(oT)
" 

<< 1,ooL
2
T-1 << I and uooVL << 1, where V,

tial difference probe (PUP) is used in the presence L, T are the characteristic scales of velocity,

of an external magnetic field, while in the second length and time respectively, ( and E are the

one the source of the vajnetic field is incor- electrical conductivity and permittivity of the

porated in the probe itself and the magnetic field fluid respectively and Vo the permeability of free

is strongly localized around the probe. Short- space. These conditions are mostly well fulfilled
comings and advantages of both methodsar

arefor electrolytes and liquid metals up to freuuen-
discussed along with recent developments. cies at least as large as IU

5 
sec-

1
. Under these

1. INTRODUCTION AND BASIC RELATIONS conditions the Ohm's law in the form

The idea of electromagnetic methods is to j 
= 

a(e + u x B) (i)

deduce velocity u = [ui](i=,2,3) and other flow is valid, the electrical field is a potential one

characteristics from the measurements of electrical e = -gradem and the induced magnetic field is negli-
field e = CeiJ = [a4l~xi](magnetic field), induced gbl, i.e., rotB = U.

by the motion of an (electrically conducting) fluid As it was pointed out by many authors that the

in the presence of magnetic field, main difficulty of the induction velometry method

These methods are realized in two different is the problem of Ohms losses (Grossman, et al.

ways. In the first the measurements of the induced (1957) Shercliff (1962), Kit (1970) and others).

electrical field are made by a probe consisting of It follows from the Ohm's law that the quantity

two or more electrodes while the magnetic field u x B cannot be measured precisely unless the

(mostly homogeneous) is created by an external (to current j = U or is small in comparison with

the probe) source. The mean feature of the second either ou x B or -agradf. This occurs in some spe-

way is tnat the source of the magnetic field is an eiae ca e x B or

cial cases as for example in two-dimensional flow
integral part of thne probe itself and thus is with the magnetic field perpendicular to the plane

strongly localized in the vicinity of the prone. of the flow in which the potential € of the

Each method has its own advantages and shortcomings electrical field is equal to the stream function

33-1
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(the same is true for an analogous axisymmetric II. POTENTIAL uIFFERENCE PRUdE (PUP) METHOD WITH

flow. On the other hand, for tne two-dimensional AN EXTERNAL MAGNETIC FIELU

flow with the maynetic field parallel to the plane
Grosman, et al. (1957) were the first to

oF the flow the electrical field is constant and is introduce a three electrode probe (schematically

defineo by the flow rate (or tne velocity at inti- shown in figure 1) with the third electrode on the
nity) and the characteristics of the external UY axis parallel to the external magnetic field.
electrical circuit leaving no nope to measure any This allowed to measure -ashy = ey Jy/o and in

local characteristics at all.
tnis way to obtain an estimate of the induced

Thus in general the measured electric field -

electrical current j. Their measurements were per-
?t cannot be considered as u x B. As was pointed formed in a pipe flow of slightly salted water in a

out by Professor J.A. Snercliff. "This is par- transverse magnetic field. The main result of

ticularly important when measurements of turbulent Grossman, et al (1957) was that the mis value of

velocities are being attempted by induction velo-
metr .. he uesion s t howmeauremnts~ ey = Jy/o appeared to be of the same order ', the

metry ... lhe question as to how measurements oat n au fe.Teefr hycnlddtaFl eectic iels ad thir orrlatons rims value of ez . Therefore they concluded tnat

fluctuating electric fields and their correlations measurements of ez do not provide the correct value

in turbulent shear flow or even in homogeneous tur- of the longitudinal component of Velocity TIuc-

bulence under a uniform imposed magnetic field can tuations ux as was hoped before. Kit (1970)

be related to the statistical kinematic properties extended the work of Grossman, et al. (1957) in the

of the turbulence has not yet been answered, but MHO Channel flow of mercury and obtained similar

certainly deserves investigation", results for weak magnetic field (small interaction

In fact there is little hope to obtain this parameter). He showed that in a strong enough

relation in the general case of tnree-dimensional magnetic field when the flow becomes almost two-

non-homogeneous non-isotopic turbulent flow since dimensional in the plane perpendicular to the

the electrical field is uniquely defined by only magnetic field the nms value of ey was two orders
one component of vorticity (the one which Is of magnitude smaller than that of e,. It was shown
parallel to the ma~gnetic field) and boundary con-dtr Thlfo l the e an divj con- in this way that the POP method is applicable for

vj ditions. This follows from the equation Oivj = U velocity measurements in two-dimensional flows.
aKolesnikov and Tsinober (1972) snowed tnat in
equation for the electrical field potential. homoyneous and isotropic turbulent flow the ratio

* = div(u x B) = B-s, where w = rotu, (2) K = 2ey2/ez2 = 1. On the other hand in two-

dimensional flow = : U. Therefore measurements of
which together with appropriate boundary conditions in turbulent flow provides a mesure of its

defines uniquely the electrical field. Thus the deviation trom isotropy.

electric field does not "feel" the two other vor- As it was mentioned in the introduction it is

ticity components of the flow field, which are per- impossible in principle to obtain precise relations

pendicular to the magnetic field. Therefore, the between the velocity and the induced electrical
only information about the flow field which could field fluctuations in the general case of three-

be obtained from the electrical field measurements, dimensional turbulent flow. There exists a case,

is that which follows from the knowledge of CB. however, for which it is possible to obtain rela-

* In spite of this limitation the electromydnetic tions of this kind between statistical charac-

methods of turbulence measurements appear to be teristics of velocity and electrical fields. This

useful in many respects. Their snortcomings and is the case of homogeneous and isotropic turbulent

advantages as well as recent developments are flow in which the components of velocity, vor-
discussed in the following. ticity, etc. are statistically the "same" and this

"4S makes it possible to obtain these relations. This

* was done theoretically and checked experimentally
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by Tsinober, et al. (198b) and is brietly reviewed grid. In sulve cases hot-ti lImi and laser-doppler

here. As a consequence of isotropy they obtained a measurements were performed along with PUP

number of relations i) between the intensity of (potential difference probe) measurements. In most

turbulence u
2 
and the first derivatives potential of the cases the correlation relations for the

Of the electrical field *, ii) between the dit- first and second derivatives of * were in good
ferent first derivatives of *, iii) correlation agreement with the theoretical values for isotropic

coefficients between the velocity tluctruation ux  flow. Some of the experimental results are shown

and uz and at/az and at/ax respectively, iv) bet- in figure 2. It is remarkable that the value of

ween second derivatives or and V) a reldtion bet- the correlation coefficient iii (5) ohtained frmi

ween the loiigiLudial velocIty correlation luncton experiments was U.14 t 0.01 (see fig. 3).

f(r) and correlation functions of the three Another extremely important application of the

derivatives potential difference method was suggested by

=j .a-(xr x xr f-x aa(x r Grossman, et al. (1957). It follows from eq. (2),

ax ax a ay ay I az az which enables one to measure the component of the

vorticity parallel to the magnetic field, by
Some of these relations are shown below (the magne- measuring the V2 which in turn could be measured

tic field is oriented as in fig. 1). For the full using a 7-electrodes probe realizing a central dit-

set of relations and details see Tsinober, et al. terence approximation of the Laplacian. rhe first

( 9 h)" qualitative iLtLevipt to implement th is ethod was

i) u
2 
= 2,5(a /z

2
) (3) made by laker (1971) using a five-electrode probe

in a laminar flow. Tsinober, et al. (1986) made an
ii) (a Iax) 2 

= 2(ae/ay)
2 
= (at/az) 2  

(4) attempt to check the performance of this method in

iii) Ux(21z)/ (U2x 2)12 /z /2 the above mentioned experiments by measuring v2 :S l

U (5/ 
/ 1 (.19 (5) by a sevem eIv( t rode probe sclematIrat ly shown 1ii

figure 4. As a test of the vorticity probe perfor-
These and other mentioned relations were checked in mance the isotropy relations for the second deriva-

a flow of salted water past a grid on a small scale tives of € were checked from measurements in the

- facility. fram, llrny. Some results related to vorticity

In order to produce a reasonably miedsurealilo measurements are shown in figures 5 and 6.

signal it was necessary: i) to have rather strong

external magnetic field in the region the probe was I1. THE CASE OF LOCALIZED MAGNETIC FIELD

44 placed (the smaller the probe the stronger magnetic

field is necessary); ii) to specially process the Along with oceanographic applications there

electrodes to reduce the electrochemical noise. A were made recently attempts to build a probe for

probe of an overall scale of about I vii (with velocity measurments (in laboratory conditiuns)

electrodes - U.1 mm) was used to measure flow using a miniature permanent magnet as a source of

characteristics past a grid in a test section of 5 magnetic field localized in the vicinity of the

x 5 cm
2 
in cross section. The use of salted water point of measurement. This was made possible due

(low electrical conductivity) ensured that the to the advances in the technology of strong per-

dynamic interaction of the flow dnd the magnetic smanoit' magnets (Mll er dnd I hun (ig/l), ki cou and

field is entirely ne,jliyible (which is not the case Vives (1982), Weisienfluh (1985)). Though these

with mercury), since for salted water flow even in developments were made for liquid metal flows (MHU)

very strong magnetic fields tne electromagnetic the method used can be successively applied in

force is several orders of magnitude smaller than ordinary fluid flows like slightly salted water

the viscous and inertia forces. Measurements ot flows, etc.

first and second derivatives ot as well as As in most methods of local measurements using

V2$ = .1 were performed at three positions past the a probe introduced into tne flow this method is
based on the assumption that the flow in the vici-
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0

nity of the probe is uniform but may be time depen- 21 =0 (7)

dent. The method could be illustrated as follows: a

s
Suppose a cylindrical permanent magnet is placed in

a uniform flow perpendicular to the axis ot the while when the flow is assumed potential the

cylinder as shown in figure 7. Two antipode corresponding boundary value problem is

electrodes A and C are placed on the surface ot the V2€ = 0

cylinder measuring the potential difference Ut the I I (uxB)n  (8)
an n

electrical field reduced by the flow past the s

cylinder. For the illustration purposes we suppose

that the flow is two-dimensional and potential, the The solutions of (7) and (8) correspondingly

magnetic field is directed along the OL axis and

the cylinder is electrically insulated from the o(r) f G(r-rl)div(uxB)dV
'  

(9)

fluid. In the trame of these assumptions the V.

induced electrical potential is two-dimensional and

is to be found from the following boundary-value €(r) = f G(r-r 1
)(uxB).nds

'  
(0)

problem s

2 2
2 r a _ = U where G is the Green function of the problem, V is
r
2  

r ar r 2 (6) the volume of the flow region and s' is the surface

-i = 2UBr= a sine o the body (probe).
arI ra

r=a If the boundary layer is thin and the normal

e2 vorticity component could be neglected comparing to

* The solution is elementary and @= 2U8 a /r sine, the tangential ones in the boundary layer then the
In particular the potential difference between the volume integral in (9)

electrodes A and C AOAC = 4BaUsine, i.e., propor-

tional to the velocity component perpendicular to fG div(uxB)dV' - f G--- (uXB)n dr,'ds'

AC. Ubviously a pair of antipode electrodes arn

located at the ends of the diameter perpendicular G(uxB).nds'

to AC will produce a potential difference propor-

tional to the velocity component parallel to AC. which is precisely (10).

Evidently in this cuntigurdtion there is no The above result is altered by the presence o

possibility to obtain any information about the vorticity in the separation region and the wake

third velocity component without changing the past the probe. This alteration, however, is

orientation of the probe. Analogous relations for significantly reduced due to strong decrease of the

a potential flow past a spherical permanent magnet intensity of magnetic field in these regions.

(magnet dipole) were obtained by Weissenfluh The above arguments indicate that the response

(1985). ot a probe schematically shown in fiyure 7 as a

The relevance of the above illustrations for function of velocity could be expected to be

the real fluid flows is a cosequence of two main linear. Indeed the experiments by Ricou and Vives

reasons: i) the vorticity induced by probe pre- (1982) and Weissenfluh (1985) demonstrated that the

sence is mostly concentrated in the boundary layer, calibration coefficients of the type K = AAC/bUa

ii) strong localization ot the magnetic field near are practically velocity independent for the probe

the probe. As we have seen above the potential of Reynolds number in the range 200 < Re < 15000.

the induced electrical field is defined by the

boundary value problem IV. DISCUSSIUN AND CONCLUSIVE REMARKS

V2€ = div(uxB) = B.rotu The main shortcoming of the potential dif-

' -ference probe method is that generally it does not
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make it possible to get quantitative information ootain quantitative intormation about the velocity

about the velocity field from the measurements of field (two of its components at a time). This

the three components of the induced electrical becomes possible due to two of it's main features.

field. The min reasons for this are i) that the The probe "feels" mostly the vorticity induced by

potential of the eiectrical field at any point it's presence in the flow. This vorticity is

depends on the flow in the whole volume and linearly related to the velocity in the vicinity of

ii) that it depends on one component of the vor- the probe and is almost parallel to the magnetic

ticity .. only. Therefore, in general, calibration field in the flow region adjacent to the probe.

of a potential difference probe consisting, for The probe does not feel the vorticity out of this

example, of two electrodes in some flow is region due to the strong localization to the magne-

meaningless. tic field around the probe.

Nevertheless the PUP method is very useful for This method does not allow to measure vorticity

a number of applications. The first example is without using more than one probe.

homogeneous and isotropic flow and the possibility It has a number of advantages, the main of

to assess the deviation of tubulence from isotropy, which is that it is equally applicable in flows of

It is noteworthy also that it could be used in complex nature like flows without imean velocity,

nonisotropic turbulence for determining the complicated three-dimensional flows, separated

spectral interval where the turbulence becomes flows, etc.

locally isotropic by using high pass filters and

checking if the isotropy relations are valid. One RLFEREINCES

of the most important applications of this method daker, R.C.,* 1971, Un the electromaynetic vortex

is the possibility to measure one component of vor- probe, J. Phys. E4, 99-101.

ticity (parallel to the imposed magnetic field)

directly; i.e., the method does not require Grossman, L.M., Li, H. and Einstein, H., 1957,

calibration. Since the relation (2) is local this Turbulence in civil engineering. Investigation of

method of vorticity measurmeents is applicable to Liquid Shear Flow by Electromagnetic induction.

any flow (not only h1liOrrgeneous and Isoltrupic). Tie Proc. Mer. Soc. Civ. Enyrs, J. lydr. Uiv. 63, No.

PUP method has some other advantages as compared to 1394, 1-5.

other methods for turbulence measurements. Some of

them are as follows: i) possibility to distinguish Kit, L.G., 1970, Turbulent velocity fluctuation

between velocity components due to the vector measurenimrts using a conduction irieniumeter with

nature of the basic relation and sensitivity to the three-electrode Probe, Maynetohydrodynamics, 6. No.

direction of the flow; ii) it is linear and does 4, 480-487.

not require any calibration procedure (inm fact no Kolesnikov, Yu, b. and Tsinober, A.B., 1972, Two

calibration procedure can be applied to this di::iensional turbulent flow behind a circular

method); iii) it is insensitive to the physical cy I ider. Mayn-tomhydrodynamics, H. No. 3, 3MI1-30/.

properLIes ol the Ilul vnedlum; iv) It yields an

instantaneous measure of quantities fluctuating in MUller, S.F. and Thun, G., 1977,

time; i.e., its response time is extremely small; Permanentmaynetiscne Lurcnflufmnesser-Sonde fUr

v) it operates in flows of complex nature flUssige Metalhe, Institut fUr Reackorbauelemente

(recirculating flows, flows without mean velocity, KFK 2479, Karlsruhe.

flows with varying temperateure), and it enables to

determine the separation and reattachment points Ricou, R. and Vives, C., 1982, Local velocity and

and the moment and position of the turbulence onset mass transfer measurement in molten metals using an

of relaiinarization. incorporated magnet probe. Int. J. Heat Mass

The method utilizing the localized magnetic Transfer, 25, No. 10, 1579-1588.

field has the advantage that it could be used to
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Fiyure 2 Checking the isotropy relations along the

x flow cross section at different distances

f,,om the grid, M =mesh of the grid.

Figure I A scheme of a three-electrode potential A- falz}/Z/211Z{(a013y)
2 jI12

difference probe. _ I(aoIax) 2 11/2/{(/a)}/

5Omnsec.

U"

Figure 3 An example ot oscilloyrams ot ux signal measured by a wire hot-

film probe and of ao/az signal measured by potential difference

p robe.
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Figure 4 A scheme of the tip of a seven-electrode

vorticity probe. The seven tips of the

electrodes in the plane xOZ are turned

22.5o relative to the OY axis in order to

minimize the disturbances between them.

5omsec-J

- (-'Ux

Figure 5 Comparing of oscillograms of simultaneous signals wy and at/Nz

(.Ux) illustrating larger content of high frequencies in the

w y signal.

33-7



1 0 2: 11r 111 F- -n 1T 11 rr11111-rrr, TTrr, rrr l

10

1 10 1021 0 10 I 10 I02 1 10, 0i
f(Hz)

Flyure 6 une dimensional spectra of y and electrical field components,
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FiYure 7 A scheme of a cylindrical probe with a

local magnetic field.
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ADSTRACT 1. INTRODUCTION
The flow field resulting from the impingement Flow fields containing impinging Jets

of an axisynetric jet against a wall through a against a wall through a low-velocity croseflow
cross flow is analysed by visualization techniques occur frequently in industrial environments,
and quantified by laser anemometry and numerical namely where the Jets compete with any cross-wind
calculations. The experimental study has been present. If the crosesflow is confined a further
carried out for a Reyuolds number based on the complexity is introduced and an example of a
jet-exit of 60000, for a velocity ratio betweeen practical application is the flow field created
the jet and the cross flow of 25 and for the jet underneath a vertical take-off aircraft vicb is
exit 5 jet-diameters above the ground plate. This lifting off with zero or smell forward momentum.
paper describes the experimental method, Ground sffect phenomena may occur and change the
Identifies the main sources of imprecisions, lift forces on the aircraft, cause re-ingestion
evaluates the estimate of the related errors and of exhaust gases into the engine intake and raise
cmpare sample results obtained with laser fuselage skin temperatures.
anemometry in the central plane with numerical The study of a single jet impingement in
predictions using the " K-C" turbulence model. The ground effect through a crosaflow provides a
experimental results were used to identify the basis to understanding the more complex pratical

sones of the flow where grid refinement was flow fields and to evaluate the nmerical
w required to minimise numerical errors. solutions of the equations of motion which use

The study was extended by numerical turbulence models in order to predict those

predictions to investigate the effect on the flow flows. This paper presents laser-Doppler
field of the velocity ratio between the jet and measurements of the mean and fluctuating velocity
the cross-flow and of the height of the jet exit characteristics for an axisymmetric jet in ground
above the ground plate. effect through a confined crossflow, and compares

sample results with numerical predictions using

NONCLATURI the "K-c" turbulence model. The numerical results

C1 , C2, C,,- constants in turbulence model are based on the solution of the finite

0 - diameter of Jet difference form of the fully tridimensional

a - height of crosaflow tunnel Navier-Stokes equations, incorporating the
turbulence viscosity concept.

r - turbulent kinetic enersy Measurements of the velocity characteristics

to - Reynolds umber of normal impinging free jets on a flat surface

a m,, - shear stress correlation coeficient have been reported for relatively large ratios

p - static pressure between the height of the jet exit above the

9 - horizontal wlocity, UJ4' ground plate and the Jet diameter (at least R/d
- e y>10), using either probe and optical techniques,

I - vertical velocity, V.94,' as reviewed for example by Aradjo et al (1982).

z - borimotal coordinate Qualitative information on the effect of that

- vertical coordinate ratio (up to H/D-0.4) in a confined flow field

dj - kroecker delta has only been given by the visualization studies

C - dissipation rate of 9 of Saripelli (1983). Experiments on the
aerodynamics of jets through a ccnfined croseflow

- turbulent Prsndtl nambers for K and C are much scarcer, and have been reported not only
- molecular dynsic viscosity for large values of the height of the jet exit

of - turbulent viscosity above the ground plate, but also for low velocity

S - tratios between the jet and the crosaflow V/ 0 .
Sugiyama and Usami (1979), Andreopoulos &od Rdi
194) and Shayesteh at al (19di) report hot-wire

15measurements for ratios H/ID higher than 24 and
for values of V /Uo  respectively up to 1.96, 2

J - et-exit Vals and 16. Kamotali and Creber (1984) present
0 - reenlew alueresults .for U/Du'12 and Stoy and Sen-Rain (1973)
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2. EXPERIMENTAL METHOD

give pLtot-tube measurements for values of H/D of 2.1 Flow Configuration
3.05 and for jet to cross-stream velocity ratios~ t 68. nl Cabb Drl an Wite~w~i~I ~ wieThe experiments were performed on aup to 6.8. Only Crabb, Durlo and WhLtelaw (1981) horizontal water tunnel, 1.50 a long and 0.5=report LDV measurements, Includngf Perpex, in which the crosflow wa
shear stress, but for value, of H/D-12 and for driven by the pressure difference between a
velocity ratios up to 2.3. constant head and a discharge tank and was passed

This paper report LDV measurements for aupstream of the
jet Reynolds number of Re -60000, a velocity tunnel Inlet, as schematnclly shown in figure 1
ratio between the jet and the crossflow of 25 and
for the jet exit 5 jet-dLameters above the ground
plate. The measurementa are extended by numerical
predictions of the flow for velocity ratios
between the jet and the crossflow between 5 and
25, and for the jet exit between 3 and 5 jet
diameters above the ground plate.

Much of the published computational work on
jets in croasflow has centered on integral
methods based on simplifying assumptions, which
are only capable of predicting global effects,
such as jet trajectories and jet cross-sectLon
shapes, as shown for example by Stoy and Ben-Haim
(1973) and Adler and Baron (1979). Patankar et al
(1979) employed a finite-difference numerical
procedure together with a two-equation turbulence
model to predict a single jet in an unconfined
crossflov, and obtained good agreement with the
experiments of Keffer and Baines (1963) and

* Ramsey and Coldstein (1972) for velocity ratios
from 2 to 10. A similar approach was used by
Jones and McGuirk (1980) to calculate the
confined flow measured by kamotani and Greber
(1974). The gross features of the flow are well -

predicted but the calculations appear to exhibit t
diffusion rates larger than those consistent with
measured profiles, which can be attributed either A
to numerical or "turbulence model " errors. Grids
up to 20xlSxl5 nodes were used, but further grid Figure I - Diagram of the flow configuration
refinement would be desirable to identify the
precise source of disagrement between
measurements and predLcitions. Demuren (1983)
presented predictions of the flow measured by The apparatus was built to allow multi-jet
Sualvams and Ussm (1979) using a impingement experiments with variable height of
three-dimensional fLnLte-dLfference scheme Lhe jet-exit above the ground plate, but In the
together with the "K-C" turbulence model and has present study a single jet of 20mm exit diameter,
shown, for example, the importance in prescribing D, has been used, 5 jet-dLameters above the
the correct boundary conditions at the jet ground plate (i.e, H/D=5). The tunnel extends for
discharge, although for velocity ratios of 1.96 20 D upstream and for 55 D downstream of the jet
and values of H/D-25. and for 12.5 D from the jet to the side walls.

This paper presents an application of a The jet unit cowprises a nozzle with a
fLnLte-dLfference scheme nLmilar to that used by contraction ratio of 16 and a settling chamber

* Jones and McGuirk (1980). Here it is used a 0.56 m long, which encloses a flow distributor at
comparatively fine grid to predict the flow field 70 and flow straLghtners. The system is
for low values of the ratio between the height of recirculatory, with the water drawn from the
the jet-exlt above the ground plate and the jet discharge tank pumped into the constant-head tank
diameter, and suppliying the jet through control valves.

Next section describes the experimental The present results were obtained for a jet
method, gives details of the flow configuration, Reynolds number of Rej.60000, a jet exit mean
of the laser-Doppler velocimeter and of the velocity of V -3 m/s and a local turbulence

* errors incurred in the measurements. SedtLon 3 intensity of 2, and for a velocity ratio between
describes the calculation method. Section 4 the jet and the cross flow of V /V6-25.

the experimental results and compares Measurements obtained in the tunnel w Otut the
then with numerical calculations, which are jet assembly have shown that the local turbulence
extended to a large set of flow conditions in lntensity of the crossflow was 18% and that the

'4,section 5. 6 wall boundary iayer around the jet impingement* ~,, setion 5.Section 6siinrises the main findings reinws1 tck

and conclusions of this work. region was 10 = thick.
The origin of the horizontal, X, and

vertical, Y, coordinates in the tunnel is taken
at the centre of the jet exit.
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2.2 Experimental Technique a,

Flow visualization has been conducted by cob 80.-
\ introducing a fluorescent dye into the jet flow

and illuminating the central plane of the tunnel
with a sheet of light obtained by spreading a
laser beam. A solution of fluorescein-sodium has
been used and, in agreement with Saripalli ac" - [

(1983), found to be an ideal tracer fluid for the i
present application. The light source was a 1W
argon-ion laser in the 488 -m line, under which
the fluorescein-sodium fluoresces a bright
yellowish-green. Visualisation using air bubbles
as tracer has also been performed using a similar
illumination system.

Velocity was measured by a laser-Doppler
velocimeter operated in the dual-beam,
forward-scatter mode with sensitivity to the flow
direction provided by light-frequency shifting
from acousto-optic modulation (bragg cells). The Figure 2 - Diagram of LDV system
resulting frequency shift was normally set
between 1 and 2MHz. The principal characteristics
of the laser-Doppler velocimeter, in particular a significant deteoration of the Doppler signal.
those of the transmitting optics, are sunmarised Results obtained 20 m above the ground plate
in Table 1. with both the on-axis and the off-axis

arrangements have shown a close agreement, within
the precision of the equipment.

2.3 Experimental Accuracy
TABLE 1 Errors incurred in the measurement of

velocity by displacement and distortion of the
Principal Characteristics of tb. Loser-Doppler VeimLeter measuring volume due to refraction on the duct

- 1 W (esminal) Argo-lou lsseri wavelength, 514 no walls and the change in refractive index were
- focal length of focuseeing lens 310 m found to be negligibly small and within the
-bea diameter, at A intensity. of laser. 1.5 -
- measured half-angle of been Intersection (Is air), 4.6O  accuracy of the measuring equipment. The

a- clculated half-angle of ber intersection (in water), 3.480 tolerance on the output of the counter derives
fringe sparoti - (line pair spoain) 3. 1Os from the error in the clock count and from the
calculated dimensions of messurtng volme, at t
inteasity. (major sad minor axis of ellipsoid in sater), 2.225;0.135 M resolution of the floating point format of the

. ylolueter transfer constant- 0.3145uIIm/.I datat the maximum error is always less than 1%.
Non-turbulent Doppler broadening errors due to

gradients of mean velocity across the measuring
volume (e.g., Durst et al, 1981) muy affect

Theessentially the variance of the velocity
centres in the water was collected by a lens fluctuations, but for the present exper iental
(focal length of 150 am) and focussed onto the conditions are of the order of 10-"V' and,
pinhole aperture (0.3 mm) of a photomultipli r therefore, sufficiently small for their effect to
(OEI, type LD-0-810) with a magnification of be neglected. The largest statistical (random)
0.76. The output of the photomultiplier was errors derived from populations of, at least,
band-pass filtered and the resulting signal 10000 velocity values were of 1.5 and 37,
processed by a laboratory-built frequency respectively for the mean and variance values,
counter. Each measurements is subject to preset according to the analysis referred by Yanta and
validations in the amplitude and time domains Smith (1978) for a 95% confidence interval. go

9 and, if valid, is digitised as a floating point corrections were made for sampling bias, but even
number and transferred to a 8-bit microcomputer, in the zones of the flow characterized by low
as described by Heitor et al (1984). particle arrival rates (about 80 particle* per

Figure 2 shows a schematic diagram of the second) no correlations were found between
data acquisition and processing system. Doppler frequencies and time interval between

The complete LDV system is mounted on a consecutive bursts, suggesting that such bias
three dimensional manual traversing unit, effects are unimportant for the present flow

* allowing the positioning of the laser-velocimeter conditions (e.g., Durao, Laker and Velho, 1985).
control volume within + 0.5 m. The horizontal,
U, and vertical, V, mean velocity components and
corresponding normal and shear Reynolds stresses
were determined from measurements with the laser
beame in the horizontal and verrical planes and 3. CALCIIATION METHOD

at 45-. In order to measure the vertical
cnmponent in near wall regions, the transmitting 3.1 Governing Equations
optics were in,lined by half-angle of beam The numerical results presented are based on
intersection, and the scattered light was the solution of the full three-dimensional form
collected off-axis. Measurements could then be of the differential conservation equations for
obtained up to 2mn from the gvnund plate without momentum and mass. The time-averaged form of
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these equations may be written in cartesian solution procedure is based on the SIMPLE

tensor notation as follows, algorithm widely used and reported in the
literature (see Barata, 1985 for details).

a01  The computational domain has six boundaries
P 0 + 2 U'U' ) where dependent variables values were specified,
P x ax I  an inlet and outlet plane, a symmetry plane and

three solid walls at the top, bottom and side of
.the channel. The sensitivity of the solutions to
the location of the inlet and outlet boundaries

aD - 0 was investigated. Their final position is

ax1  sufficiently far away from the jet so that the
boundary conditions have negligible influence on

, the computed flow in the vicinity of the jet. The
where the over bars represent averaged inflow boundary is located 7.5 diameters upstream
quantities. The turbulent diffusion fluxes are the jet-exit and the outflow is located 12.5
approximated with the high Reynolds number diameters downstream. At the inlet boundary
version of the tvo-equation' K-C model, described uniform profiles of all the dependent variables
in detail by Launder and Spalding (1974). The where specified according to the experimental
Reynolds shear stress is linearly related to the values. At the outflow boundary the zero normal
mean rate of strain via a Pcalar turbulent gradient condition is prescribed for all the
viscosity, dependent variables. On the symetry plane

passing through the impinging jet the normal

2 aD velocity vanishes, and the derivates of the other

0 u'u'i 6*jK - ,T ( --w + :J ) velocity components with respect to the normal
.K ax J ax1  coordinate are zero. The normal gradients of the

turbulence quantities, K and E , also vanish on

the symmetry plane. On the solid surfaces the
velocity, the turbulent kinetic energy and the

The turbulent viscolsi., which is derived from the dissipation of turbulent energy follow the

turbulence model is expressed ass impermeable-wall condition. At the grid points
* nearest the wall the mean velocities and

turbulence quantities are prescribed using
11 -T CP K /r turbulent local equilibrium wall law profiles

" .~.,(see Launder and Spalding, 1974). At the upper
surface the exact shape of the jet exit, from
which the jet is issued, is defined. This was

The values for the turbulent kinetic energy, K, obtained by modifying the cell surface areas
and the dissipation rate of turbulent energy, E, where the hole boundary bissected the surface
are obtained by solving the following transport area of the adjacent finite-difference control
equationss volume, so that the specified jet velocity

produce the correct fluxes. The jet exit boundary

T LK A, conditions are prescribed from experimental
xj axJ ok aXJ ax P E measurements.
x The numerical results presented in the next

sections were obtained using a grid consisting of
30x17x17 nodes (in the x,yz directions

1 o0 ce U L a,) -C respectively), as schematically shown in figure
xJ ax ax 1 K0 - -C 2 0  3. Non-uniform spacing was used in order to getax x x ax J K

The turbulence model constants which were used
are those found to give good agreement in a wide

* range of 2D shear flows (see, e.g., Launder and
Spalding, 1974)t ...

C 0.09 ; C1  • 1.44 ; C2  . 1.92 oK * 1 ad . 3 ll l - ln l I2., 1.9 aI K 1.0 and "c"1.3

finit-diferenelfomulatonlcmpriing!

," '"3.2 Computational Procedure and Boundary !1 "")."'.'" Conditions _ ll ',llll, I

usinThe solutions of the equations were obtained
,,-.using a finite-difference formulation comprising 6

a linearised, implicit, conservative scheme using
centred differencing except where mean flow

* convective fluxes dominate diffusive processes.
In that case donor cell differencing Is used. The Figure 3 - Finite Difference grid (30xl7x17 nodes)
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fine grid spacing near the jet, where rapid Figure 4 identifies the initial potential-core
variations were expected. Grid expansion factors jet region, where the flow characteristics are

up to 1.2 have been used. These calculations identical to those of a free jet, and the

required approximately 800 K 32-bits-words of impingement region, characterised by considerable

memory, which represents the maximum acessible deflection of the jet after to be slightly bent

storage on the Instituto Superior Tecnico VAX by the pressure difference between the upstream

11/750. A typical conver~ed solution involved and downotream sides of the jet. The deflected

approximately 500 iterations, and required about jet becomes almost parallel to the ground plane

11 hours of execution time. Preliminary tests and exhibit a behaviour similar to that of a

performed on the Imperial College VAX 8600 radial wall jet where the upstream effects of

required about 2 hours of execution time. interaction due Lo impingement are no longer
important. It appears that the flow in the
vicinity of the jet is largely controlled by
complex inviscid dynamics, so that the influence

4. THE FLOW FIELD FOR H/D-S AND Vj/Uo-25. of turbulence on the flow development may be weal.
and limited to the far flow-field, as discussed

4.1 Experimental Results and Discussion by Andreopoulos (1985). The figure suggests that
Figures 4 to 8 provide a detailed set of the croseflow is deflected sideways by the

results to characterize the flow-field created by penetration of the jet and may cause a
a single jet impinging on a ground plane through recirculaton region just downstream of the
a cross flow, for Re -60000, H/D=5 and V-/Uo-25. discharge, away of the ground plane. In the
The measurements include mean and variance values ground-plane region the approaching crosaflow us
of horizontal, U, and vertical, V, components of decelerated and a futher recirculating flo
velocity and corresponding Reynolds shear stress. region occurs far upstream of the aet.

Prior to the detailed measurements, Figure 5 and 6 show horizontal and vertical
visualization of the flow was performed to guide profiles of U and V, which confirm the above
the choice of measurement locations and to description and quantify the mean flow
provide a qualitative picture of the flow. characteristics of the impinging jet and of the

radial wall-jet. Based on the horizontal profile
of U at Y/D-4.7, figura 5(a), it is expected that
the impingement point on the ground plane occurs
about 0.2D downstream of the axis of the
jet-exit. The inclination of the Impinging jet is
associated with the peaks in the horizontal
profiles of U at Y/-0.75 and 4.0, figure 5(a), in
the downstream edge of the jet, and is confirmed
by the flow asymmetry shown by the vertical
profiles of V at X/D- + 0.75, figure 6(b). The
peaks in the horizontal profiles of U are
foll wed by near zero and negative horizontal
velocities. The latter are clearly observed in

(b) Flow visualization using air the vertical profile of U at X/D=+0.75, figure

bubbles as tracer particles. 6(a), between Y/D-2 and 4, and correspond to the
recirculation zone formed just downstream of the
impinging jet by the deflection of the crossflow
around the jet. Examination of the vertical
profiles of U, figure 6(a), shows the
deceleration of the part of the wall-jet upstream
of the jet-exit relative to the downstream part.
The former is associated with near-zero and
positive (downward) vertical mean velocities,
figure 6(b), and follows the ground plane, while

*the later is associated with negative (upward)
vertical mean velocities and, therefore, is
slightly directed away from the ground with a
maximum inclination of 3.8' at X/D-2.5. This
behaviour explains the horizontal profile of U at
Y/D-4.7, figure 5(a), in that U increases in
absolute value upstream of the jet exit, at least
up to X/R=-8, while it decreases downstream of

* the jet exit for X/R>+9. Far upstream, for
X/R <-8, it is expected the horizontal mean flow

(a) Flow visualization by introducing changes its direction, giving r'se to the
a fluorescent dye into the jet recirculation zone observed by the visualization
flow. studies.

Figures 7 and 8 show horizontal and vertical
profiles of u , -v-- and iv' and quantify the

* Figure 4 - Visualization of the flow for turbulence characteristics of the impinging and
wall jets. The shear layer surrounding the jets

Re -6 0000, Mill iU 0=25 is a region of intense velocity fluctuations. The
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Figure 5 - Horizontal profiles of mean velocity characteristics for Re i 60000, H/D=5 and V ilUo-25,

KEY: o MEASUREMENTS; - CALCULATIONS

profiles exhibit maximum values consistently in this region is subjected to strongly
located in the region of the highest mean stabilizing curvature and it is well known (see,
velocity gradients arround the edge of the jets. e.g., Andreopoulos and Rodi, 1984) that the
The velocity probability distributions indicate a curvature reduces the shear stress more than the
near-Gaussian behaviour and suggest the absence turbulent kinetic energy. Far away from the --

of discrete-frequency oscillations associated vicinity of the impinging jet, a/ay>1a/axI
with these peaks. The development of the and the shear stress changes its sign, as shown
horizontal profiles shown in figure 7, quantify in figure 7 (d) for Y/D4.7.

the turbulent diffusion process along the The results suggest that the generation of
impinging jet. The peaks spread along the jet and turbulence up to around Y/D4 is dominated by
the minima at the centre of the jet increase its shear stress production, while the turbulent
magnitude. The upstream peak of 7 is structure of the impingement region is influenced
consistently larger than the downstream and both by extra rates of strain, such as those resulting
are larger than the corresponding peaks of i-T2. from streamwise curvature and lateral divergence
The flow is anlsotropic in that, with exception (see, for example, Bradshaw, 1973). The
of the initial potentiarl....__~rr -_Ty  is largest effective-viscosity hypotheses may, therefore, be
around the Jet, with i--/1v'--  0.7, while of the limited use in the impinjement zone. In

u'T  is largest aay from the vicinity of the fact, the similiarity between a V/x and 3ay
jet, with - 7- , 1.4, as shown in figure in this zone suggests that the "thin shear layer"

S7 (c). approximation, as discussed by Cebeci and
The profiles of shear stress, figure 7 (d), Bradshaw (1977), is inapplicable.

are consistent with the direction of the mean Figure 8 quantifies the turbulence
flow, with near-zero values at the centre of the characteristics of the wall-jet. The peak values
jet. The shear stress is positive along the of -7 are the Isrgle IL the level of
downstream edge of the jet suggesting that faster turbulence anisotropy, v'//v', reaching 2.3 at
moving elements of jet-fluid (v' >0) tend to move X/D-1.5. The shear stress, figure 8 (c), is
outward into the wake of the jet (u' > o). negative downstream of the jet exit and positive
Similarly, the shear stress along the upstream otherwise, confirming the above analysis. The
edge Is nsgative because the outward movement of figure shows, for example, that in the downstream
fluid particles corresponds to negative wall-jet, the faster elements of fluid (u'> 0 )
horizontal velocity fluctutions ( u' < o). Also, tend to move away from the wall (v'40 ). Out of
the sign of shear stress is in agreement with the the impingement region the sign of the shear
sign of the shear strain aV/3x in the sense stress is consistent with that of 3/Dy on the
that uv'=-V,3V/ax (with a U/y0), where vt is basis of mean gradient transport modelling
the turbulence viscosity. With the approach of (i.e., u'v' - -k3U/ay , with 3V /axt- 0).
the ground plane the shear strain aU/3 Y Eddy-viscosity models should then be capable of
Increases, and the magnitude of the peaks of simulating the shear-stress distribution.
shear stress decreases. This is because the flow However, the complexity in the variation of the

34-6



. .- -  . .
.. .... -a -/0- -0.78

(a) Horizonal velocity,

4 3 4

ii

1 01 [.J •F :I j"I 0 1 1 10780I

-0 7 '.2 0• 7 . . . . •.6 0 .4 . 8 • .7

I-0. 73 m , i -@ ,a , a -,,0 -o, it U/v

D/vg /vi U/vJ 3/Vj

a/0- 0.7a am-. 2.9 a/o. *.9 am0 ai .00m

0 . I ' I

-0.13 0.7a -a m.O -O.mO 0. 7 -0.1a 0.73

U//V3 §DV) /vj U/Vj

KIm- -4.00 X/m- -a.am X/0- -S.a0 a/0- -0.75 (b) Vertical velocity

aa 0

I-0
-0.05 0.10 -0.05 .a0 -. 0m 0.am -0.0m 0.30

9-VIVO qlv) V/vt /V

AID. 0.73 a/0- A. so a/m- a. so a/0- a.m00

0

0 0Figure 6 -Vertical profiles

of mean velocity characteria-
00 tics for Re =60000 H/D=5 and

0 V i V/Uo=25

-0.03 • I• -mO. am -0.0l mm m 3OE KEY: o MEASUREMENTS

V/vt V/vj V/vj V/vj CACULATIONS

eddy-viscosity itself, as shown by Andreopoulon 4.2 The Prediction of the flow field
and Rodi (1984) for low jet to crosaflow velocity Figures 5 to 8 present numerical results of
ratio@ and high values of H/D, limits the the mean and turbulent velocity fields together
aplicability of such models. with the measurements discussed above, and have

Horizontal and vertical profiles of the been used to assess the validity of the
shear stress correlation coeficient, R , have turbulence model and numerical scheme described
been calculated from the results and show maximum in section 3. Figures 5 and 6 show that the grosa
peak values about 0.55, that i the value found features of the mean flow field are well
usually in vall-behaved shear flows. Also, the predicted, although important local differences
profiles of the structure parameter given by the occur between measurements and calculations,
ratio of 77 upon K (which is taken as 3 /4 particularly in the near field of the Jet and
('u +'v)) show peak values between 0.3 and 0.4 with the approach of the ground plane. The
along the edges of the impinging jet, which are calculated rate of decay of the impinging jet is
close to the values found in undisturbed shear higher than actually occured in the experiments,
layers. The structure parameter decreases in the its deflection is attenuated suggesting diffusion
impingement region, as a result of the decrease rates higher than those consistent with the
in the shear stress analysed before. measured profiles and the near-wall velocities
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are under predicted. Also, the recirculation zone achievement of grid independence. Numerical
measured in the wake of the jet is not diffusion (see, e.g., McGuirk et al, 1985) Is
calculated, therefore, expected to occur. These limitations

The precise reason of these discrepancies is together with the prescription of the wall
difficult to identify, since they are attributed boundary conditions are an important source Cf
to numerical and "turbulence model" errors. The disagreement between measurements ard
three-dimensional nature of the present flow, predictions. The other potential source of er-or
together with the computer storage available is the "k- E " turbulence model, as readly
precludes the use of more refined grids and the observed by the comparison of the turbulent
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velocity values, from the measurements analysed before, due to
Figure 7 and 8 show that the Reynolds, both numerical and "turbulence model" errors.

normal and shear, stresses associated with the Figure 11 shows the effect of decreasing the
edges of the impinging jet are overpredicted, as height of the jet-exit above the ground plane
well as the total turbulent field in the vicinity together with the increase of the crossflow

of the jet. Noddelling errors are large in these velocity, keeping constant the velocity ratio

zone, as discussed in section 4.1 and confirmed Vi/U). The trajectory of the jet is unaltered but
by the change in sign of the predicted shear the formation of the upstream vortex occurs far

stress values in the impinging zone. On the downstream, close to the jet, due to the decrease
contrary, the far field is under predicted due in the crosaflow velocity. Again, numerical and
mainly to the insufficiently fine grid used. modelling errors influence the distributions

Based on the above comments it can be plotted, particularly for the lowest value of the
concluded that, in spite of the local differences ratio H/D, but the general features of the flow

mentioned before, the numerical results provide a are expected to be correct. The results suggest
fair qualitative picture of the flow, that the flow is largely controlled by the
particularly of the mean velocity field. This can pressure distributions associated with the
be further analysed from the calculated impinging and wall jets. The impinging-jet
distribution of mean velocity vectors plotted in trajectory is particularly influenced by the
figure 9. The formation of the recirculation zone ratio Vj/U 0 , while the location of the upstream
due to deceleration of the upstream wall-jet vortex results from a balance between the

occurs for X/D < -4 and agrees with the pressure fields associated with the wall-jet and
visualization experiments. Also, the jet the upstream crossflow and, therefore, is
trajectory is well predicted, with the influenced more by Uo than Vj/U.
impingement point at X/D-+0.11.

5. PARAMETRIC STUDY ON THE EFFECT OF Vj/UOAND Flow visualization studies and LDV
H/D ON THE MEAN FLOW FIELD. measurements have provided information of the

The previous section compared measurements flow field created by a single jet impinging on a

* with numerical predictions of the flow for the ground plane through a crosaflow, for Re60000,

experimental conditions, assessed the acuracy of H/D-5 and V U=25. The measurements are compared

the calculation method and identified the main with numerical results based on the solution of

sources of imprecisions. Here an attempted is the finite difference form of the fully
tridimensional Navier-Stokes equations,

made to simulate numerically the effect of the incorporating the turbulence viscosity concept.
jet to crossflow velocity ratio, Vj/Uo, and of The following is a suaary of the more important
the height of the jet-exit above the ground findings and conclusions of this work.
plane, H/D, on the mean flow field.

Figure 10 shows streaklines calculated at a The experiments have shown a large penetration
the symmetry plane for velocity ratios, Vj/Uo, of the impinging jet through the crosiflow. The
between 4 and 20, for H/D-3. The decrease in the jet is slightly bent and gives rises to a
ratio V/U moves the upstream recirculation zone recirculation zone on its wake by deflection of
close tA the jet and the impingment point away of the crosaflow. The deflected jet becomes almost
the axis of the jet-exit, increasing the parallel to the ground plane and originates a
inclination of the jet trajectory. Also, the further recirculating flow region far upstream of

recirculation zone measured in the wake of the the impinging jet.
jet for the experimental conditions is now

observed for Vj/U o < 0 by the negative horizontal eThe shear layer surrounding the jets is a
velocities associated with the streaklines just region of intense velocity fluctuations with
downstream of the discharge. The errors incurred maximum values located in the region of highest
in these calculations are expected to decrease mean velocity gradients. The sign of the shear

for low jet to crossflow velocity ratios but, stress is consistent with the direction of the
even in figure 10 (d) for Vj/Ucr5, the diffusion mean flow and with the sign of the shear strain
rates appear to be larger than those expected with the exception of the impingment zone, where

X/D= -7 -6 -5 - -3 -2 -1 0 1 2 3 S 6 7 b 9 D1112
1I I J - - - ) Y/

, .. ........... .5 . . . ......- -- - -

% * M ....... A

Figure 9 - Calculated mean velocity vectors at the symmetry plane for Re J-60000, H/D-5 and V J/Uo-25

34-10

0N



the flow is dominated by strong curvature Durlo, D.F.G., Laker, J.R. and Velho, A. (1985).
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TECHNIQL.S FOR MEASUREMENT O VELOCITY

IN LIQUID-METAL MHD FLOWS-

C. B. Reed, B. F. Picologlou,
P. V. Dauzvardis, and J. L. Bailey

Argonne National Laboratory

Argonne, IL 60439

ABSTRACT Abdou et al. (1983) and Picologlou et al. (1984).

Three instruments for measuring local velo- To improve the level of understanding of the

cities in liquid-metal MHD experiments for fusion details of MHD flows as they apply to magneti-

blanket applications are being evaluated. The cally confined fusion blankets, an experimental

devices are used in room-temperature Na experi- program is being carried out in a facility at

ments to measure three-dimensional flow field Argonne National Laboratory (ANL). The experi-

patterns anticipated in complex blanket geome- mental facility (Argonne's Liquid-Metal Engineer-

tries. Hot film anemometry, a standard technique ing EXperiment (ALEX) described in detail else-

in ordinary fluids, is being used, as well as two where, Reed et al. (1985) is capable of attaining

developmental devices. One is called the Liquid maximum Hartmann numbers (H) and interaction

Metal Electromagnetic Velocity Instrument (LEVI), parameters (N) in the range of 10-104, which is

and performs essentially as a local DC electro- close to the range of 104-0 5 that these param-

magnetic flow meter. The third device, a Thermal eters attain in the reactor blanket.

Transient Anemometer (TTA) is a rugged, yet rela- The experimental program is aimed towards

tively simple device, which measures local velo- measurement of detailed flow structure charac-

city through the mechanism of convective heat teriatics. This is of fundamental importance

transfer, in some ways similar to hot-film ane- because existing theories predict, in the cases

Iometry. Results are presented showing the kinds where 3-D effects become dominant, unconventional

-1 late eoilected ":.s far 0Ith .. ch In~tru-'nt. vel-cty profiles with high velocity wall jets

Measurements include both local velocity measure- and low velocity core regions. Since 3-D effects

ments and some preliminary frequency analyses of are virtually unavoidable in the blanket, and

the fluctuating signals from both a hot-film because the flow profiles have a strong influence

sensor and the LEVI device, on heat transfer and corrosion rates, data vali-

INTRODUCTION dating existing theories are indispensable to

Recent blanket studie6 have demongtrated design efforts seeking to either minimize or take

thal Null) ,I.5e11o a , rfttcml teailltty Iesse advantage of such effects.

for liquid-metal self-cooled Tokamak blankets,

Abdou et al. (1983). Although successful de- previously in a number of room temperature

signs have been developed using available theory liquid-metal MHD experiments. In these experi-

and data on liquid metal MHD, a number of uncer- ments mercur has been the working fluid of

tainties related to MHD effects remain unresolved choice, although one paper, Fabris at al. (1978)

gives very qualitative results in room tempera-

oksupported by the Office of Fusion Energy/ ture NaK. Although hot-film anemometry has been

U. S. Department of Energy, used to collect most relevant local velocity
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I
data, difficulties associated with operating this where 60 is the local voltage difference, and d

instrument in mercury, R. A. Gardner (1971) sug- is the LEVI electrode separation. A sketch of

gest that additional means should be developed the LEVI geometry used here is shown in Fig. 2.

for acquiring the necessary local velocity data. These instruments were fabricated from HFA

To this end, an instrumentation development probes, similar to the one shown in Fig. I, from

program is being rarried out at ALEX, in parallel which the cylindrical hot film sensor had been

with the baseline experimental program on MHD ef- removed. The two probe tips were each hand-

fects. Three distinct instruments are being used worked to produce a bare metal tip which com-

or developed at this time, i.e., the hot-film prised the two instrument electrodes. Typical

anemometer (HFA), the liquid-metal electromag- electrode separations were -1.5 mm. Voltages

netic velocity Instrument (LEVI), and the thermal produced by the LEVI were measured with a 12-bit

transient anemometer (TTA). Only HFA has been A/D converter system having 2.44 PV resolution.

widely used previously; the other two devices are Thermal Transient Anemometer

undergoing significant development work for the The thermal transient anemometer (TTA) is a

first time. velocity measurement device that is based on

Hot Film Anemometry established thermal anemometry principles. How-

Hot film anemometry has been used in similar ever, by applying a pulse,, heat input to the sen-

liquid-metal applications previously, but sensor sor, several significant advantages result when

fouling and calibration stability problems make compared to conventional steady state thermal

its use very tedious and time consuming. Never- anemometers, perhaps the most important of which

theless, previous successes with HFA in room is a far simpler and more durable sensor.

temperature liquid-metal MHD experiments, Reed The device consists of a sensor located in

and Lykoudis (1978) dictated that its development the flow path of the fluid and externally located

be pursued in this application. Ordinary, com- support electronics. The sensor is essentially a

mercially available, hot-film electronic equip- sheathed thermocouple that is alternately heated

ment and quartz coated hot-film sensors were used and cooled; heated by pulsing an electric current

in the present investigation. Figure I shows a through its hot junction and then convectively

typical cylindrical HFA sensor and probe. A cooled by the moving fluid. The cooling rate is

further description of HFA can be found in measured and then, using a microprocessor algor-

numerous texts and publications. ithm, is correlated to the local flow velocity.

A schematic of the TTA system in shown in Fig. 3.
Liquid Metal Electromagnetic Velocity

Instrument Motivation for development of the "TA in

The LEVI is essentially a miniature local liquid metal flows is primarily based on two

electromagnetic flowmeter; a device that can functional considerations. First, the TTA probe

measure the local component of the velocity, u, is easily configured to measure local velocity in

normal to an applied magentic field, by measuring a very small flow cross section. This high reso-

the magnitude of the local voltage gradient. The lution is advantageous to flow measurements in

LEVI used nere requires an applied magnetic field the ALEX tests where large velocity gradients are

and that the local current density, J, be much encountered. Secondly, the TTA probe has good

smaller than auB. Here a is the fluid's conduc- corrosion resistance in the NaK fluid environment

tivity and B the magnetic fjlu. Jenslt, 'f the ex- both at ambient temperature as well as at the

ternally applied field. Fortunately, the Latter elevated temperature conditions anticipated for

* condition on the magnitude of j is satisfied in future tests.

virtually all cases of MHD flows in thin-walled INSTRUMENT DESCRIPTIONS AND RESULTS

and inaultating wall ducts. The measured velo-

city component is related to other measured quan- HFA

titites as follows: Because of its previous widespread use in a

number of R&D applications, a detailed descrip-

u
=  

tion of the theory and operation of HFA will not
• d-B
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be given here. The primary questions that arise high boiling point makes possible higher sensor

when considering HFA for liquid-metal MHD (LMHD) operating temperatures, thus improving measure-

application in NaK are: chemical compatibility, ment sensitivity and reducing the influence of

surface effects, and heat transfer effects re- environmental temperature changes. This gain in

lated to the fluid properties of the liquid performance, however, comes at the expense of

metal. Chemical compatibility questions were sensor longevity. Data presented here were col-

favorably resolved by testing commercially avail- lected at an OHR of 1.05, a modest value intended

able hot-film sensors in a quiescent pool of NaK to avoid sensor failure in these initial investi-

inside a glove box. No evidence of degradation gations. Future work will be carried out at

of either the quartz coating or of the organic higher OHR.

electrical insulating material on the sensor sup- Local velocity measurements comprise most of

port fingers was observed following as many as 67 the HFA results presented here, but some ttvrbu-

days of powered operation at overheat ratios lance measurements collected with HFA are pre-

(OHR)* of up to 1.4. Cylindrical sensors, simi- sented later. Figure 4 shows HFA bridge voltage

lar to that shown in Fig. 1, operated up to 31 variations along the length of the ALEX thin-

days at power with OR up to 1.2. Hence, it was walled, round test section; further details of

established that no fundamental chemical incom- the test section and experimental arrangement are

patibility exists between ordinary commercially given in Reed -t al. (19b5) and Picologlou et al.

available hot-film sensors and room Pmperature (1986). The figure is centered on the corner of

NaK under operating conditions of interest for the magnet pole face, showing variations up- and

fusion applications, downstream from the pole face corner (X - 0.0).

Surface effects are responsible for the Upstream is negative and downstream is positive

commonly encountered, Gardner (1971) erratic in X. The hot-film sensor is positioned at the

behavior of HFA in liquid metals. These surface pipe centerline and N and N are as shown on the

effects have been reported almost exclusively in figure. Since the anomometer bridge voltage, Eb '

the working fluid mercury and include poor wet- is related to the Local velocity in the following

ting of the sensor heat transfer surfaces and way:

buildup of impurities on these surfaces. The E
2 

- A + B/u,

impurity issue is handled in the present experi-

ments by routinely filtering the NaK in both the the bridge voltage follows the velocity. One can

large ALEX loop and in the instrumentation devel- see that the HFA reveals trends in the local flow

opment loop. In the large loop, both 100 p and velocity in the vicinity of the inlet (or outlet,

40 i elements are used; in the small loop, 40w. shown here) of the magnetic field at M and N

Additionally, the strong reactivity of NaK dic- values of interest in fusion reactor blanket de-

tates that a very clean system be maintained, sign. For example, Fig. 4 shows the voltage

Here, an argon coverges having less than 1 ppm (velocity) at the centerline decreasing as the

of 02 and water vapor is used. This feature outlet of the magnet is approached, reaching a

minimizes the for,.ation of oxides and other minimum before fully exiting the field, and

impurities which exacerbate the surface effects finally increasing toward the centerline flow

problem. velocity. Figure 5 shows similar behavior at the

Heat transfer considerations associated with test section centerline for N - 3,500 and

hot-film sensors in liquid metals are related to N - 3,050, with one notable exception, i.e. , the

the low Prandtl number (Pr) of NaK (-0.04) and hot-film data suggest that the distance down-

its high boiling point. The low Pr translates to stream from the edge of the pole face, over which

a reduced sensitivity to convective cooling of the centerline velocity is influenced by the

the sensor, compared to conductive cooling. The magnetic field is less for the lower values of M

-a and N than for the high.

aThe sensor OHR is defined as OHR - Rhot/Rcold, where An additional example of the kinds of re-

a Ro t end "cold are the operating and ambient -e1-- suits the HFA can produce is shown in Fig. 6.
tances, respectively, of the sensor. Here the probe is placed at 907 of the distance
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from the pipe centerline to the wall, r/a - 0.9 lines in the presence of a transverse magnetic

(the centerline being r/a - 0.0, the wall being field as shown in Fig. 7. Comparison of the

r/a - 1.0). The probe is in the horizontal plane average velocity obtained by graphical integra-

of symmetry for the pipe. It can be seen that tion of Fig. 7 to that given by the loop flow

the HFA indicates first a rise and than a fall in meter yielded 0.72 m/s and 0.70 m/s, respective-

velocity as the wall jets are first formed and ly; a roughly 3% difference.

then die out on exiting the magnet. Further Since resolving the Cr203  surface layer

details on the method of data acqui-ition and problem, a number of additional velocity profiles

interpretation of the results can be found in have been collected in the round test section

Picologlou et al (1986). using the LEVI. All LEVI velocity profiles

obtained have been graphically integrated and

LEVI compared with the known average velocity reading.

Ohm's law for a moving conductor is Table I summarizes the results of this compari-

son. It can be seen that with the exception of

-(E + u x B) the two profiles taken in the far fringes of the

B-field (E and H), all comparisons are within

neglecting the Hall effect. In all cases of very respectable limits. An example profile (F)

interest for liquid-metal cooled fusion blankets, is shown in Fig. 8.

the MHD flows will be confined Lo thin-walled or

insulated ducts where
Table 1. LEVI Velocity Profile Integral Summary

c << I. _ _Le__
ULevi

In these cases, it can be shown that ID L0ationa Be(T) B/B No He u flowueter

<< o u . B A mid-plane 2 1 104 6500 1.03
B mid-plane 2 1 104 6500 0.92

Hence, Ohm's law reduces to C mid-plane 1 I 3x10
3 

3250 0.88

- D x . inlet 2 0.5 104 6500 0.96

E inlet 2 0.1 104 6500 1.17

Dropping the vector notation, expressing the F inlet 1 0.5 3x10
3 

3250 0.88

electric field E as A0/d, and solving for u, we G outlet 2 0.5 104 6500 0.95

have H outlet 2 0.1 104 6500 1.35

U = f I outlet 1 0.5 3xlO
3 

3250 0.95

duB 
aSProfile Location W.R.T. Magnet.

This argument forms the theoretical basis

for use of the LEVI probe, but experimental veri-

fication of its performance is required. Figure In Fig. 9 velocity variations in the axial

7 shows a velocity profile across the horizontal direction, as measured by the LEVI, are shown.

midplane of the ALEX test section inside the This figure is to be compared with Fig. 4, taken

magnetic field obtained with a LEVI. (The asym- with the ItFA at the same conditions. It can be

metries of the profile are associated with some seen that the LEVI gives good quantitative infor-

early difficulties in completely and uniformly mation until it gets outside the B-field where

removing the Cr 2 O03 layer from the inside surface the LEVI measurement goes to unrealistically high

of the stainless steel test section.) Neverthe- values. There are a number of possible explana-

Less, the average velocity was known from loop tions for this behavior, among them the decrease

flow meters and should agree with the value ob- in both the applied field and in the induced

tained by integrating the velocity profile across voltage to levels which may be below reliable

the pipe. Care was taken to observe the fact limits of the instrumentation. Another possible

that the flow is uniform along magnetic field cause of this behavior could be the presence of
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B-field gradients across the width of the pipe, tion is characterized by:

which undoubtedly increase in tl.e fringing areas.

Further e;mples of LEVI velocity dwstrebu- T - Ae a a
tions in the axial direction are shown in Figs. where

10 and 11. These two figures complement Figs. 5 T - temperature at a given time,

and 6, respectively. At this point, the LEVI has t - time,

given very good quantitative velocity data inside H - convective coefficient at a cylinder

the field and partially into the fringing region, surface,

The HFA currently gives qualitative velocity K - thermal conductivity within the

information in the entire inlet/outlet region of cylinder,

the magnet, showing the extent of the three- k - K/pc, p - density, c - heat capacity

dimensional region both inside and outside the of the cylinder,

field. The HFA also shows regions of rising or

falling velocity inside and outside the field.an 1iafuconfHolyoragvnpbeA1 is a constant for fixed initial conditions and

TTA probe thermal properties.

A schematic of the TTA system is shown in A semilog plot of Eq. (1) starting at time,

Fig. 3. The system consists of a sensoL located tl, and normalized to temperature, T1, is shown

in the flow path of the fluid and externally Io- in Fig. 13. The slope of this curve is constant

cated support electronics. The sensor is essen- and approximated by:

tially a sheathed thermocouple that is alternate- ln T2/T I

ly heated and cooled; heated by pulsing an elec- 2 _ko (2)

tric current through its hot junction and then t2 1 1

convectively cooled by the moving fluid. The Thus with measured temperature values, TI and

cooling rate is measured and then, using a micro- at a given time interval, t2 -t2, the slope is

lprocesor algorithm, is correlated to the local calculated using Eq. (2) and, from the calculated

flow velocity over the probe. H, the local fluid velocity is determined.

Referring to Fig. 12, the operation of the Testing to date in air and water have estab-

probe can be described as follows: lished feasibility of the TTA device. Typical

-_At time t1  a constant, relatively high, results are shown in Fig. 14 for two sizes of
voltage (10-30 V) is applied directly
aoste cairto w)Isappliddire r tme thermocouple sensor. The anticipated operatingr across the calibration wires for a time

(to-t 1 ). Hence, by resistance heating, region for NaK is also identified. Presently,

the temperature of thermocouple junction flow tests are being performed at ALEX using a

is raised above the bulk fluid tempera- test arrangement and test procedures similar to

ture. This power pulse (voltage) does those for the air and water tests. Results to

not have to be accurately controlled or date in NaK have been reasonably successful.

measured. However, the very high thermal convection encoun-

- At time tot the power pulse is switched tered in NaK flow requires higher magnitude power

off and the temperature distribution in pulses and faster response thermocouples to

the thermocouple begins to relax, achieve good data resolution. A normalized log

- At time t, an instantaneous Junction plot of the NaK flow test results is shown in~temperature is recorded, T1 .
tmetr a second Ta n Fig. 15. Note the fast temperature decay and the-At time t 2p a second instantaneous junc-

tion temperature is recorded, T2 . scattering of the data.

- Then, using readings T, and T2, the Turbulence Neasuremente

preprogrammed microprocessor calculates Power spectral density measurements and RMS
' the corresponding flow velocity.

- hAt time t3 , the power pulse is reapplied measurements were collected from both the HFA
And the cle ie and the LEVI. A variable gain differentialand the cycle is repeated.

After the initial cooldown time, to - t_l, amplifier was used to isolate the LEVI from an

the temperature decay of the thermocouple junc- MS meter and/or a digital fast Fourier transform
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spectrum analyzer. Turbulence and energy spec- lower (lower curve In Fig. 17), by roughly an

trum studies are not a primary focus of the order of magnitude than those in the other re-

present work because, based on past LMMHD work in gions of the pipe.

this area at much lower M and N [see Miyazaki et It is important to put these PSD measure-

al. (1983) for example], turbulence is expected ments in perspective. Within the magnet'c field,

to play a negligible role in fusion blanket the HFA and the LEVI PSD measurements are essen-

related issues, if it is present at all. Indeed, tially consistent. In this preliminary work, the

the preliminary data gathered thus far from both HFA has not been able to resolve tie same detail

the HFA and the LEVI indicate that ordinary tur- as the LEVI PSD distributions show,. by Fig. 17,

bulence is damped by more than two orders of mag- perhaps because of the influence of the magnetic

nitude, to near the noise level of the system. field on the HFA heat transfer. However, the im-

For example, Fig. 16 shows two energy spectra portant picture to keep in mind is that presented

obtained from the HFA at r/a - 0.9, the region in Fig. 16, where it is seen that all the possi-

very near the wall where turbulence production is ble fine points in the PSD distributions exhib-

the strongest. The upper curve represents the ited by the LEVI data of Fig. 17 are at least two

amplitude vs frequency of turbulent fluctuations orders of magnitude below the freestream turbu-

(in arbitrary units) rather far downstream from lence levels. Hence, our preliminary conclusion

the exit of the magnet kX 
= 

0.9 m) where the flow is that turbulence is not a major technical issue

has nearly returned to ordinary turbulent pipe here.

flow. The lower curve represents the turbulent

energy spectrum at roughly X = 0. (B/Bo = 0.5), SUMMARY AND CONCLUSIONS

i.e., near the edge of the B-field. Yet the tur- Three instruments for measuring local velo-

bulent spectra is down more than two orders of city in LHHHD experiments are being tested and

magnitude, only slightly above the system noise developed. The HFA has proven to be chemically

level. The lower curve in Fig. 16 is fully repre- compatible with NaK and thus far a powerful

sentative of all hot-film spectra obtained once though qualitative tool for the task at hand. It

inside the fringing area of the B-field, at all is also useful in overviewing the importance of

values of r/a. Hence, our conclusion Is that turbulence. Future HFA work will focus on in-

turbulence, in the cases of interest for liquid- creasing the instrument sensitivity by using

A metal cooled fusion blankets, is of academic higher OHR and developing calibration procedures

interest at most. to yield quantitative results as well.

It was shown earlier that the LEVI gives The LEVI has turned out to be a rugged, sc-

meaningful local velocity results away from the curate, reliable, easy to use, and inexpensive

edges of the fringing field only. This same re- instrument. It has become the workhorse of the

suIt is true of its ability to generate meaning- velocity measuring effort at ALEX and is expected

ful velocity fluctuation signals as well. A to remain so. Future enhancements will focus on

significant number of power spectral density such details as electrode geometry improvements

(PSD) mea.irements were collected from the LEVI and increasing the adherence of the organic

probe. LEVI spectra were collected while the coating.

mean velocity profiles listed in Table 1 were A methodology for determining performance of

being taken and while the data in Figs. 9, 10, a given thermocouple in TTA-NaK applications has

and IL were being taken. All these PSD results been developed using air and water flow measure-

from the LEVI probe can be represented by the two ments to characterize the probe. From these re-

curves In Fig. 17. The upper curve represents sults, baseline decay curves save been calculated

spectra collected from all regions of the pipe which represent the limiting case of the fastest

within the magnetic field except the two essen- decay for a given probe, i.e. , infinite surface

tially stagnant regions, one at each end of the conductance. Baselines for 1.66 mm and 0.33 mm

magnet. In these two central regions of nearly diameter probes were presented. kt present, 0.25

stagnant fluid, not only is the mean velocity mm diameter sheathed, ungrounded, BN insulated

very low, but the LEVI fluctuations are also thermocouples are being baselined. These probes
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Fig. 1. Hot-film probe and cross section of hot-film sensor
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Experimental and Computational Investigation

of Turbulent Transport in an Axiymnorric"
Sudden xp;ns i(i

Richard D. Gould, Warren I. Stevenson
and H. Doyle Thompson

Purdue University

School of Mechanical Engineering

West Lafayette, IN 47907

ABSTRACT correction lens system developed by Durrett et al.
(1985b). Special attention was given to the velo-

Simultaneous two-component laser velocimeter city bias issue, since bias error can be signifi-
Simutanous wo-ompoentlase veocimter cant in regions of high turbulence which are of

measurements were made in the incompressible tur- cant intrest.

buleut flow field following an axisymmetric 
sudden

expansion. Mean velocities, Reynolds stresses and

triple-products were measured and are presented at

axial positions ranging from X/H - 0.2 to 14. A
balance of the turbulent kinetic energy in the flow The separated flow following a sudden expan-

was also performed. The production, convection and sion is complex, consisting of a potential core, a

diffusion of turbulent kinetic energy were computed curved free shar layer with high turbulence lev-

directly from the experimental data using central els, a primary recirculation zone and a secondary

differencing. A specially designed correction lens recirculation zone or corner eddy very close to the
was employed to correct for optical aberrations step. Following reattachment of the shear layer at
introduced by the circular tube. This lens system the wall, the flow proceeds to develop and in the

case of an axisymmetric sudden expansion a fully

allowed the accurate simultaneous measurement of turbulent pipe flow is achieved.

axial and radial velocities in the test section.

The experimental measurements were compared to Numerous studies of 2-D and axisymmetric sud-
predictions generated by a code which employed the den expansions have been conducted. Comprehensive
k-C turbulence model. Possible sources of differ- reviews of 2-D step flow studies have been

ences observed between model predictions and the presented by Eaton and Johnston (1980) and Bremmer
measurements are discussed, et al. (1980). Driver and Seegmiller (1982)

present a rather complete data set of two component
INTRODUCTION LDV measurements in a 2-D step flow and compare

them with state of the art turbulence modelling
The flow downstream of a sudden pipe expansion predictions. Pitz and Daily (1983) investigated

is of both theoretical and practical importance, the reacting flowfield following a 2-D step.

since it involves a number of fundamental flow Stevenson, Thompson and Luchik (1982) reviewed a
phenomena and is found in a wide variety of impor- number of axisymmetric sudden expansion flow inves-

tant applications. Due to the axial symmetry of tigations including those of Freeman (1975) and

the flow, experimental measurements can be compared Noon and Rudinger (1977) which were the first in
directly with numerical models without the diffi- which LDV measurements were reported. Freeman's

culties which arise in 2-D rectangular cross- work was conducted with water while Moon and Rud-
0 sections as a result of sidewall boundary layer inger used air as the working medium. Gould, et

effects. Therefore a complete and accurate experi- a.(18)ivsgtebohirfwanflwih
mental mapping of the flowfield would provide a al. (1983) investigated both air flow and flow with

significant data base for testing of various combustion in a sudden expansion. In all of the

models. The present study was initiated with this above axisymmetric sudden expansion studies single
in mind. component LDV systems were used and measurements

were confined to the tube diameter coinciding with

Flowfield properties of interest include axial the optical axis of the LDV system. Radial velo-

and radial mean velocities and turbulent normal city measurements in an axisymmetric geometry were
stresses as well as Reynolds stresses. Triple pro- first performed by Durrett, et al. (1985a) by using
stresses aso weasureyds tresses. Triplepont a specially designed correction lens system to com-

ducts are also measured. A two-color two component pensate for the aberrations introduced by the cir-

laser velocimeter was used to make these measure- cular tube wall. Velocity measurements in the

ments. Aberrations introduced by the circular tube secondary recirculation zone were also made in the

were compensated for by a specially designed latter study.
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1 EXPERIMENTAL APPARATUS cidence timing logic circuit in the TSI 1998 master
interface was somewhat less than the asynchronous

LDV System data validation rates that the individual counter
processors detect. With the coincidence window set

A two-color, two component LDV system operat- to 10 ps, as it was for this experiment, the max-
ing in forward scatter was developed to make simul- imum "coincident" data validation rate was approxi-
taneous measurements of axial, u, and radial, v, mately one-half the value of the data rate reading
velocity components in the axisymmetric sudden on the counter processor with the lower of the two
expansion flow. lhe LDV system includes Bragg cell data rates. For this.experiment, two-channel
modulators in the four beam paths to allow a net "coincident" data validation rates ranged between
frequency shift of 5MHz in both the green and blue 10,000 and 15,000 per second over most of the flow-
beams. This permits an unambiguous measurement of field. This "coincident" data validation rate was
negative velocities and also eliminates incomplete high enough to use the experimental technique for
signal bias. Probe volume diameters of the green eliminating velocity bias by inhibiting the counter

and blue beams are 0.250 mm and 0.150 mm, respec- processors for a fixed time interval between san-

tively. The probe volume lengths are approximately ples, approximating equal time sampling. This
2 mm and the fringe spacings are 5.33 Am for the method has previously been described by Stevenson,
green probe volume and 5.11 pm for the blue probe Thompson and Roesler (1982) and it's effectiveness
volume. Scattered light from the probe volume is confirmed in subsequent studies, incluiit the work
separated with a dichroic filter so that approxi- by Gould, et al. (1983); Durrett, et al. (1985a)
mately 80% of each color passes to its respective and Johnson, et al. (1982).
photomultiplier tube. Narrow bandpass filters are
used to further reduce signal cross L'1k. CORRECTION LENS

The data collection and processing system con- A correction lens to allow simultaneous axial
sists of two TSI Model 1990 counter-type processors and radial velocity measurements in a cylindrical
(one for each channel), a TSI Model 1998 interface tube has been designed using the procedure
with coincidence timing electronics and a PDP 11/40 described by Durrett, et al. (1985b). The planar-
mini-computer with DMA capability. With this sys- concave cylindrfcal lons that corrects for the
tem it is theoretically possible to acquire velo- aberration induced by the quartz test section has a
city data from individual Doppler burst signals at radius of curvature of 3.3528 m, a thickness at its
rates up to 100,000 samples per second. (In prac- center of 17.93 m and a refractive index of 1.52.
tice the rates are less due to seed density lim- The correction lens insures that the orthogonal
its.) The mini-computer and counter processors are probe volumes (green and blue) intersect to within
also interfaced so that sampling can be controlled. 100 pm along the length and to within 25 pm along
This is accomplished with a hardware clock control- the diameter. The correction lens system is
ling the data ready-inhibit handshaking signals. comprised of two lenses, one on the transmitting

side and one on the receiving side of the test sec-
FLOW SYSTEM tion. This is due to the symmetry of the system.

The lenses have to be moved away from the test sec-
The flow system used for this experiment is tion as the measurement point moves further off

illustrated in Figure 1. It consists of a converg- axis. A ray tracing program is used to determine
ing inlet nozzle with an exit diameter of 76.2 mm the placement of the lenses and also gives the real
followed by a 152.4 mm diameter downstream section. probe volume intersection relative to the beam
This inlet was chosen to give a uniform inlet velo- intersection if no test section or lens was
city profile. The test section was extruded from present. Simultaneous axial-radial velocity meas-

'- optical quality fused quartz and allows urements can be made out to a non-dimensional
measurements throughout the flowfield for x/H radius of approximately 83% with this system.
values ranging from 0.2 to 14. The test section
design is shown in Figure 2. EXPERIMENTAL TECHNIQUE

* Air flow was provided by a radial fan blower The simultaneous axial and radial velocities

followed by a flow conditioning section consisting were sampled at 100 Hz using the interval sampling
of honeycomb flow straighteners. The static pres- technique for velocity bias elimination discussed
sure drop across the nozzle was used to monitor earlier. In all cases 6400 individual realizations
inlet flow conditions and was maintained constant were accumulated for each velocity component at
to within ± 0.25 inches of water throughout the each measurement point to form velocity histograms.

experiment. The relatively long sampling time (64 seconds)
ensures that all low frequency phenomena are

* Seeding was supplied by two TSI model 3076 included in the sample. Using statistical analysis
liquid atomizers each followed by a TSI model 3072 and assuming Gaussian distributions and local tur-
ecmabulence intensity levels of 70%, the expected sam-, eva~poration-condensation monodLsperse aerosol gen- pi errfor the 6400 sample sze was found to

, erator. This produced seeding particles one micron
or less in diameter using a 100% solution of dioc- be less than 1% for mean velocities and less than

tyl phthalate (DOP). The seeders were capable of 2% for turbulence intensities for a 95% confidence

providing seed densities sufficient to give data level. All data points lying outside ± 3 a were
Svalidation rates in excess of 30,000 per scond for discarded and revised statistics were calculated.

each channel (green and blue beams) over most of Typically, less than 100 data points out of the
the flowfield. The two-channel "coincident" data 6400 were discarded.
validation rate which is'controlled by the coin-
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COMPUTATIONAL FLOW PREDICTIONS The last term insures that the two sides of

O TO OPEthe equation balance when i and j are set equal and

An existing TEACH computer program originally summed. The TEACH code was allowed to converge

developed by Pun and Spalding (1976) and subse- upon a solution giving the final mean values of all

quently modified by Chiappetta (1983), for predict- the dependent variables (U, V, p, k, e) throughout

ing the turbulent swirling and reacting flow in an the flowfield. Knowing the mean velocity distribu-

axisymmetric bluff body combustor was further modi- tions allows one to numerically differentiate and

fied to predict the flowfield in an axisymmetric find the mean velocity gradient at each point in

sudden expansion for this study. The code employs the flow. Knowing the mean gradients and the tur-

the two equation k-c turbulence model and the bulent viscosity given by (1), (which is known

combustion model of lagnissen and Hjertaher (1978). because we have k and F throughout the flowfield)

Conservation equations for swirl and chemical reac- we can calculate the modelled turbulent stresses

tion were not solved for this study. The standard that the code substitutes in the momentum equations

turbulence constants given by Pun and Spalding were at each location to close the problem. It should

used. be noted that care must be taken when numerically
differentiating the dependent variables due to the

Basically, the boundary conditions for all the staggered grid used in TEACH codes.

dependent variables were changed to those for an

axisymmetric sudden expansion. The inlet boundary EXPERIMENTAL RESULTS AND DISCUSSION

condition was set to a uniform axial velocity of 22
m/s. Inlet radial velocity was set to zero while MEAN VELOCITY DATA

the inlet turbulent kinetic energy was set to 1% of

the mean kinetic energy. The outlet boundary con- Measurements of the axial and radial mean

dition requires that the axial gradient of the velocity and turbulent normal stress as well as

dependent variables vanish at the exit plane. A Reynolds stress and turbulent kinetic energy were

skewed upwind numerical differencing scheme, added previously made in an axisymmetric sudden expansion

by Chiappetta (1983), was used to finite difference flow, Gould et &l. (1986), and are included here

the conservation equations. This numerical dif- for completeness. Turbulent triple products were

ferencing method uses a nine point stencil and measured as part of the present study. The meas-

thereoy accounts for the flow angle of the fluid urements were all direct and were made at 21 radial

into the control cells, locations across the test section and at 12 axial

planes located at non-dimensional axial distances

The predictions were made using a 22 x 87 grid based on step height of X/H - 0.2 to 14. Figures 3

In the radial and axial direction, respectively, through 12 are profile plots of the normalized

Location of the exit boundary, where the gradient measurements and the k-c model predicted values.

boundary condition is applied, was varied from a Triple products are not used in the k-c model, so

non-dimensional axial distance of 20 step heights no predicted values are shown. The mean inlet

to 40 step heights. This test was performed to see centerline velocity of 22 m/sec was used to normal-

if the outlet boundary condition was influencing ise all measurements for this experiment.

the upstream flowfield. The predictions showed no

noticeable change in the flowfield when the loca- Figure 3 shows the measured mean axial velo-

tion of the exit plane was changed, city profiles (solid lines) throughout the sudden

expansion flowfield. The inlet velocity profile

An Additional study was performed to demon- was measured experimentally at x/H - 0.2 and was

strate how well the eddy viscosity model embodied found to be very flat across the entire diameter of

in the k-c turbulence model predicts the Reynolds the inlet. Velocity measurements from both sides

stresses. The turbulent viscosity, t , in the k-t of the centerline are plotted at this axial loca-

model is given by tion. The dashed lines represent the predicted

axial mean velocity profiles. Fairly good agree-

ment exists between the measurements and the pred-

C 2pk iction, although the centerline velocity is first

- (I) underpredicted and then overpredicted. This was
"t also found in previous studies by Stevenson, et al.

(1982) and Durrett, at al. (1985a). The model also

where C is an empirical coefficient, p is the den- predicts higher negative axial velocities in the

sity, kDis the turbulent kinetic energy and c is recirculation zone than the experimental measure-

the rate of turbulence dissipation. The unknown ments indicate. Reattachnent occurs at approxi-

Reynolds stresses are then found using V and the mately 8 step heights downstream of the inlet plane

mean velocity gradients through the modified Bous- and also agrees with published results.

snesq approximation The mean radial velocity measurements show

- u [B 'U1Uk + 2 moreadata scatter than the axial velocity component
"PuiUj - t8x Bx 4 IJ t + ( Pk (2) as can be seen in Figure 4. This would be

k 2expected, since the mean radial velocity is more

than an order of magnitude less than the mean axial

velocity over much of the flow. The error bar

shown on this plot takes into account the beam

steering errors due to slight surface ripples on
the extruded quartz tube wall and the uncertainty

in the orientation of the blue fringes with respect
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to the flow. The blue fringe orientation is values used by the code are high compared to meass-

estimated to be perpendicular to the flow to within ured values in the shear layer and the recircula-

0.25 degrees. This corresponds to an uncertainty tion zone. This may be due to the fact that
in radial velocity of ± 0.1 m/s in the core region predicted turbulent kinetic energy is higher than

of the flow due to the axial velocity component. the measured value in the recirculation zone as

The measured mean radial velocity is zero to within shown in Figure 8. This would tend to give a

the uncertainty estimate across the diameter of the higher value of turbulent viscosity for a given
inlet. The measured mean radial velocity profiles dissipation (see Equation 1). It should be noted

presented here agree qualitatively with those meas- that Figure 8 shows profiles of measured turbulent

ured by Durrett, et al. (1985a), but velocity mag- kinetic energy calculated by assuming that the unk-

nitudes here were approximately half the values nown tangential turbulence intensity equalled the

reported in that study. The source of this measured radial turbulence intensity. Free jet

discrepancy is not obvious, but the present results experiments show this behavior, and it appears to

are internally consistent and exhibit no anomalies, be a reasonable assumption for the bounded axisym-

The predicted mean radial velocity agrees qualita- metric sudden expansion flow studied here.

tively with the measured values and is within the
uncertainty estimate over most of the flow. The The k-t model also fails to predict the

main differences between the predicted and measured correct turbulence level in the central region

mean radial velocities occur in the recirculation downstream of x/h - b. Predicted values of
zone. turbulent kinetic energy are very low in this part

of the flow. This result explains why the values

TURBULENT REYNOLDS STRESSES of modelled normal stress that the code uses are
low.

Figures 5 and 6 show profiles of the measured
and predicted axial and radial turbulent normal Care must be taken with the kind of analysis
stresses, respectively. Peak values of axial nor- presented here. One must remember that the k-c
malized turbulent intensity (i.e., the square root model does not predict Reynolds stresses; it
of what is presented) occur in the shear layer and attempts to solve two additional conservation equa-
reach values Of 25%. This is in good agreement tions, one for turbulent kinetic energy and one for
with earlier studies performed by Gould et al. turbulent dissipation rate, in order to define an

(1983) and Stevenson, Thompson and Luchik (1982). eddy viscosity. Knowing the eddy viscosity allows
The peak value of radial normalized turbulence one to estimate or model the unknown Reynolds
intensity was found to be approximately 15%. This stresses in each of the conservation of momentum
a~rees closely with the findings of Durrett at al. equations and therefore close the problem. The
(1985a) who found peak radial normalized intensi-" purpose of this analysis was to compare the

ties of 17Z. Zt Is interesting to note that the stimated Reynolds stresses used by the k-E model

peak radial normalized turbulence intensity is with experimentally measured values. The insight
approximately two-thirds the value of the peak gained by doing this may give rise to new tur-
axial normalized turbulence intensity. This bulence models or to improvements of existing
behavior is also found in free jet flows as shown models.
by Wygnanski and Fiedler (1969). The values of
normal stresses used by the k-E model to close the TURBULEAT-TRIPLE PRODUCTS
computation are calculated from equation (2) as
discussed earlier and are shown by the dashed The turbulent triple products that were meas-
lines. For incompressible flow, the normal ured in this study are uuu, uuv, uvv and vvv. *The
stresses are composed of two terms; the term due to normalized values are shown in Figures 9 through
mean velocity gradients, which accounts for approx- 12. The triple products are antisymmetric about
imately 30% of the total normal stress and can be the centerline of the shear layer, peaking to
positive or negative depending on the local mean either side of the centerline of the shear layer
velocity gradient, and the term due to the tur- and approaching zero at the edges of the shear
bulent kinetic energy. This second term can be layer. This behavior is characteristic of free
thought of as a pseudo-pressure due to turbulent shear layers in early stages of separation. Very
normal stresses. Hence, when using the eddy little data exists to compare the present data with
viscosity constitutive relationship of equation at this time. Driver and Seegmiller present lim-

(2), near isotropic normal stresses result due to ited triple product data (i.e. the sum of uuv and
the overwhelming contribution to the normal stress vvv) in the flow field downstream of a 2-D backward

from this second term. This constraint will lead facing step. The triple product data from the

to poorly predicted mean velocities in highly present study and Driver and Seegmiller's study
anisotropic flow fields, exhibit similar shape but differ in peak magni-

* tudes. The peak normalized values of (uuv + vvv)

The values of Reynolds stress used by the k-E were found to be approximately 5 times greater in
model are shown along with measured values in Fig- this study than those reported by Driver and Seeg-
ure 7. Peak values of normalized Reynolds stress' miller. It should also be noted that normalized

occur in the shear layer as expected and reach peak values of Reynolds stress in this study were
values of 0.015. This result agrees well with the found to be 1.5 times greater than those reported
results obtained by Durrett, at al. (1985a), which for the 2-D backward facing step flow.
used a rotatable one-component LDV system along

• with Logan's method (1972) to calculate Reynolds The reason for this difference in peak values

stresses from two independent measurements oriented is unknown. One possible reason may be the large

at 45 0 to the flow direction. Reynolds stress disparity in expansion ratio used in the two stu-
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dies. Driver and Seegmiller used an expansion known quantity or are completely ignored. The
ratio of 1.125:1 while an expansion ratio of 4:1 modelled turbulent kinetic energy equation for
was used for the present study. Driver and See&- steady, incompressible, axisymmetric flow is given
miller also reported that (uuu + uvv), which was by:
not shown, exhibited similar behavior to (uuv +
vvv) but was opposite in sign. All the triple pro- 0k 0k _ k 

1

duct data measured in this study had the same sign. V -k + U Lk -x e + 1 eff
r
8k

Again, the reason for this difference is not obvi- br ax P bx eff 8xJ pr br eff ri
ous, but the present results are internally con-
sistent. It is interesting to note the rather high
value of uuu on the centerline of the sudden expan- +t I A 2 + 2 121 112 + V
sion at X/H - 10 (Figure 9). The high value found 22 r _ + ) - r (4)
at this location may indicate the passage of large P ax br r ax -

eddy structures. The value of uu at this location
is reasonable which strongly suggests that uuu is where
also reasonable.

TURBULENT KINETIC ENERGY BALANCE Peff t t + P lam (5)

The k-E turbulence model uses the turbulent Comparing Equations (3) and (4), one'can readily

kinetic energy, k, and the rate of turbulent dissi- conclude that many simplifications have been made
pation, E, to calculate a value for the eddy so that the modelled equation is in terms of five
viscosity as given by Equation (1). This eddy dependent variables, which then leads to a closed
viscosity is then used, along with mean velocity form solution.
gradients, in the eddy viscosity turbulence model
(given by Equation (2)), to give the "modelled" In order to validate the modelled equation,
turbulent stresses needed to solve the time aver- each group of terms (i.e., convection, diffusion,
aged momentum equations for U, V and P. In an production and dissipation) in Equations (3) and
effort to validate the transport equation for tur- (4) was compared. The turbulent kinetic energy was
bulent kinetic energy, an energy balance was per- defined as k - uu + 2vv, as mentioned earlier.
formed as part of this study. This assumption enables us to determine the convec-

tion terms from the experimental data. Central
For steady incompressible, axisymmetric flow differencing was used to numerically differentiate

the conservation equation for turbulent kinetic the data. It should be noted that all experimental
energy is as follows: data was smoothed first, using a least squares

cubic spline smoothing package, before it was dif-

ferentiated. The modelled convection terms were

V Ak k I _ 6k MW M uu' found in a similar fashion using the converged
11r bU - P 8x P 2 2 -

p  
2 " solution as "predicted" data. The "exact"

diffusion terms contain parameters that were not

measured in this study. In order to calculate the

I [ k 1 total diffusion, vww was assumed to equal vvv and
+ r r--r -2- -pr -- pr -- " uww was assumed to equal uvv. The pressure-

pr br br 2 diffusion terms were assumed negligible in this

analysis. This assumption is reasonable at loca-

-~ tions away from the wall. Again, the modelled
2 W + U O .O...V +uU V total diffusion (i.e. axial and radial) was also

'2p 1 br +u . x Ifx r calculated. The production terms were computed
r directly from the experimental data by assuming

ww - vv. The "modelled" production terms were cal-

d culated according to equation (4). The "measured"
0II wIuwI 2 I v 2 + 2 dissipation was inferred by balancing the turbulent" + F,+ 17 F +i i i; (3)

P x j kinetic energy equation while the modelled dissipa-S+tion is a direct output of the TEACH code. Figure

13 shows radial profiles of the loss and gain of

turbulent kinetic energy due to convection, produc-
where the fluctuating axial, radial and tangential tion, diffusion and dissipation at axial locations
velocities are denoted by u, v and w, respectively, ranging from x/H - 2 to 12. A number of conclu-

The equation is composed of the following tarms sions can be drawn from these results. First, the

from left to right: 1) radial and axial convection, predicted production'was found to be higher than
2) axial diffusion, 3) radial diffusion, 4) addi- the measured production throughout most of the
tional diffusion due to cylindrical coordinates, 5) shear layer. This is because the predicted value
production and 6) viscous dissipation. As can be of uv was higher than the measured value as men-

seen from Equation (3), the exact turbulent kinetic tioned earlier. The total production of turbulent
energy equation has many additional unknowns kinetic energy is dominated by uv 8U/br in this
including triple products, pressure diffusion terms flow field. The measured convection of turbulent
and viscous dissipation terms. In order to aLm- kinetic energy was found to be higher than the
plify the turbulent kinetic energy equation so that predicted convection in the central region of the
it can be employed in the k-E model, the unknown flow downstream of x/H = 6. This is probably due
terms are either modelled as a function of some primarily to the diffusion term. The radial gra-
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dients of uuv and vvv give rise to high values of Freeman, A.R. (1975) "Laser Anemometer Measurements

measured turbulent diffusion in this region. in the Recirculating Region Downstream of a Sudden

Apparently, the transport coefficient, used in Pipe Expansion" Proceedings of the LDA-Symposium,

the modelled diffusion terms does a poor job of Copenhagen.

modelling the real diffusion in this region of the

flow. Gould, R.D., Stevenson, W.H. and Thompson, H.D.
(1986) "Two Component Laser Velocimeter Measure-

CONCLUSIONS ments of Turbulence Parameters Downstream of an
Axisymmetric Sudden Expansion," Third International

Overall, it can be concluded that the k-c tur- Symposium on Applications of Laser Anemometry to

bulence model does a good job in predicting the Fluid Mechanics, Lisbon.

mean flow parameters of an axisymmetric sudden

expansion flow. This has been confirmed in several Gould, R.D., Stevenson, W.H. and Thompson, H.D.

studies. However, there are areas in the flowfield (1983) "Laser Velocimeter measurements in a Dump

where the prediction fails to match the experimen- Combustor" ASME Paper 83-HT-47.

tal results. These include the recirculation zone

and the central core region downstream of x/h - 6. Logan, S.E. (1972) "A Laser Velocimeter tor Key-

The k-t turbulence model uses values of Reynolds nolds Stresss and Other Turbulence Parameters,"

and normal stresses that qualitatively agree with AIAA Journal, 19, 933-935.

the measured values, but differ in magnitude. The

isotropic normal stress assumption used in the Moon, L.F. and Rudinger, G. (1977) "Velocity Dis-

model contributes to errors in the predicted tribution in an Abruptly Expanding Circular Duct,"

flowfield, as shown in the present study. A modif- ASHE Journal of Fluids Engineering, 99, 226-230.

ication to the eddy viscosity model aimed at

correcting this may be a fruitful area of study. Pitz, R.W. and Dailey, J.W. (1983), "Combustion in

Turbulent triple products were measured and found a Turbulent Mixing Layer Formed at a Rearward-

to contribute significantly to the transport of Facing Step," AIAA Journal, 11, 1565-1570.

turbulent kinetic energy. Lastly, a turbulent

kinetic energy balance identified the various areas Pun, W.M. and Spalding, D.B. (1976) "A General Com-

of the flow where different turbulent transport puter Program for Two-Dimensional Elliptic Flows,"

mechanisms donimate. HTS/76/2, Imperial College, Mechanical Engineering
Department.

ACKNOWLEDGMENTS Stevenson, W.H., Thompson, H.D. and Craig, R.R.

This investigation was supported by NASA Lewis (1982) "Laser Velocimeter Measurements in Highly

Research Center under grant NAG3-502. Turbulent Recirculating Flows," Proceedings of the
Symposium on Engineering Applications of Laser

BIBLIOGRAPHY Velocimetry, ASHE Winter Annual Meeting, Phoenix,
Arizona.

Bremer, R., Thompson, H.D. and Stevenson, W.H.

(1980) "An Experimental and Numerical Comparison of Stevenson, W.H., Thompson, H.D. and Luchik, T.S.

Turbulent Flow Over a Step," AFWAL-TR-80-22105, Air (1982) "Laser Velocimeter Measurements and Analysis

Force Wright Aeronautical Laboratories, in Turbulent Flows with Combustion," AFWAL-TR-82-
2076, Part 1, Air Force Wright Aeronautical Labora-

Chiappetta, L.M. (1983) "User's Manual for a TEACH tories.

Computer Program for the Analysis of Turbulent,
Swirling Reacting Flow in a Research Com~ustor. Stevenson, W.H., Thompson, H.D. and Roesler, T.C.
NASA Report sk83-915540-27. (1982) "Direct Measurement of Laser Velocimeter

Bias Errors in a Turbulent Flow," AIAA Journal, 20,

Driver, D.M. and Seegmiller, H.L. (1982) "Features 1720-1723.

of a Reattaching Turbulent Shear Layer Subject to Wygnanski, I. and Fiedler (1969) "Some Measurements

ain the Self-Preserving Jet," J. of Fluid Mechanics,

Durrett, R.P., Stevenson, W.H. and Thompson, H.D. 38, p. 577.

(i985a) "Radial and Axial Turbulent Flow Measure-
ments with an LVV in an Axisymetric Sudden Expan-

sion Air Flow," International Symposium on Laser
Anemoietry, ASME Winter Annual Meeting, Nov. 17-22,
Miami Beach, Florida, pp. 127-133.

Durrett, R.P., Gould, R.D., Stevenson, W.H. and
Thompson, N.D. (1985b) "A Correction Lens for Laser

Doppler Velocimeter Measurements in a Cylindrical

Tube," AIAA Journal, 23, 1387-1391.

Eaton, J.K. and Johnston, J.P. (1980) "An Evalua-

tion of Data for Backward Facing Step Flow,"

1980/81 Conferences on Complex Turbulent Flows,

Stanford University, Depart!mnt of Mechanical
Engineering.

36-6

IV
NO &,. 

'.. 
%



L-5969

rgtnr 5. Confioetion 'TrrnrmocoupleRak Rotlctim" nke

Secio Coolin

Figure~~~~~~~ 1.obefliiystmnllre n.thetseto

0.0 ~~2/14. X/4.2 /H- 1/4.4 /145 I/-S /14- X/.S /14.0 114.sca/le1

0. i27. -r 1/h lwsse iur .Tets eto

* 0.2 H".38.1-

0.3

0.4

- 0.7

0.7

0.8

0.0 0.5 1.0 Uu

Figure 3. Mean axial velocity profiles (o -measurements, prediction)

X/14I. 1/14.1 1114.2 1/143 X/14.4 /14.5 X/14-4 X/ H.7 1/14.8 / 14010 X/14.12 Fx/ Hie 1

0.0'

0.2

0.20.30

0. 01 0 * 1

.0.6

0.7 It / / /
60.3 0

-0.04 0.0 0.04 Vu

Figure 4. Mean radial velocity profiles (o -measurements, - prediction).

36-7

6I I t t i



x//= X/XH X/ X/= X/,- /- X/HO X/H-2XH1M/W.2 X/14.1 X/H-2 /H-3 X/HW4 XH-5 X/H-G XH-7 X/H.I X/.10 XH-12 X/ H-14
0.0

0.1

0.2

0.3

~0.4

0.6 I !

0.7 I / /

0.6 / / I I

0. I / I/

0.0 0.00 2/u!

Figure 5. Normalized axial turbulent normal stress profiles (o - measurements, --- prediction)

X/H.2 X//14 x/Hf2 X/- X/H.4 X/H.5 x/H.. x/..7 X/f.s x/H-l0 X/H.12 X/H-14
0.0 - _ _ -1

0.1

0.2

0.5

0.4
0.4 - , ,

0.6

0.7

0.0 0." 042

Figure 6. Normalized radial turbulent normal stress profiles (o measurements, prediction)

-am -O I 40.•

X/14..2 XHUI X/12 H X/M./N4 F-X/145 X/was H- .6 X/H. 10 K/a /Nt /H-12 K/H.140. -/ -O- - -1

02-

0.4--

L- -L

0.0 0.00 /v/U2I

Figure 7. Normalized radialr buenra stress profiles (o - measurements,-- prediction)

.o

.0 00.02 ./vfU.
0/

Figure 7. Normalized shear stress profiles (o - measurerrnts, -prdton

36-80



X/H-.2 IT/ . I X/14=2 F 1/143 X/14.4 IX/14.5 1/14.6 1/N47 1/14.* 1/1.10 X/14.12 X/H14

0.1

0.1

0.3-

0.4 ".

S0.5 -

0.6 9

0.0 0.1 li/U
2

Figure 8. Normalized turbulent kinetic energy profiles (o measurements, prediction)

I/H. .2 FIX/14. 1/14.2 1/143 1/144 1x/14. 1/14.6 1/-7 1/14.8 1/1410 1/14-12 I/H.14

0.0-

* 0.1

0.2

0.3

0.4

~0.5-
- 0.6

0.7-

-0.007 0.0 0.007 uuU

Figure 9. Normalized uuu turbulent triple-produc rofiles (o -measurements)

X/14..2 1/14.1 1/14.2 1/13 1/14.4 1/15 1/14.6 1/-7 1/14.6 1/14.10 X/14.12 1/H14
a0.0 - -/ -x ______ r__ FO__

* 0.1

0.2-

0.3-

0.4

* *0.6.

0.7

*-0.002 0.0 0.002 uu#v/U3

Figure 10. Normalized uuv turbulent triple-product profiles (o -measurements)

36-9



X/M..2X/ H-I X/H.2 FX/W.3 X/Hw4 X/H.S X/Hw$S X/H.7 X/H-8 Ox/H.1O /-2FxH1

0.0 - ___ - - ___ - -

0.1

0.3"

0.4

0.7

0.7

-0.002 0.0 0.002 3v/U

Figure 12. Normalized vvv turbulent triple-product profiles (o -measurements)

X/HU.2 X/Nui X/14.2 rX/Hu3 X/HN4 fX/H /H. X/14. X/ H X/Hof o,11 X/N.12 Fx/H-14
S 0.1

0.2-

0.3

0.4

0.7 -

0.6-

0.7-

-0.002 0.0 0.002 vvv/u!

Figure 11. Normalized uvv turbulent triple-product profiles (o -measurements)

X/H-2 X/H.3 X/14.4 FX/H*! X/MUS 7X/14-7 X/H.S 1x/H10FlO x/12

0. .

0.2 a~7. ama

0.4~~. o 2 * - CONVECTION TERMS H3

0..',~j~ ~ PRODUCTION TERMS (H/U)

A \ /

a.. note: see eqn. (3) for
I ~ f I Idefinition of tor%*

0.,,

-0.04 0.0 0.04

to*$ gain

Figure 13. Normalized turbulent kinetic energy balance (symbols -measurements, - prediction)

36-10



MEASUREMENTS OF FULLY DEVELOPED

TURBULENT FLOW IN A TRAPEZOIDAL

DUCT

M.M.A. Khalifa and A.C. Trupp

Department of Mechanical Engineering

University of Manitoba

Winnipeg, Manitoba, Canada R3T 2N2

ABSTRACT
u +,v+,w* dimensionless turbulence intensities,

The turbulence characteristics of fully

developed isothermal air flows through a symmetric V u
2
/u , v vI/u * / w

2
/ u

trapezoidal duct were examined experimentally u local friction velocity, (Tw/P).

using Pitot tube and hot-wire anemometry over a u average friction velocity, (7/p)

Reynolds number range of 3.7-11.6 x 10. The U axial mean velocity (time-average)

measurements included loval wall shear stress and Ub  average mean axial velocity

the cross-sectional distributions of mean axial U se resultant of V and W, (V
2 

* 2 + )/
2

velocity, secondary velocities and Reynolds U
+  

dimensionless velocity, U/u*

stresses. Four secondary flow cells were detected V, W mean velocities in the y, z directions

in a symmetric half of the duct. Although second- (secondary velocities)

ary velocity components were typically less than x axial direction

about 1% of the bulk axial velocity, their effect y, z horizontal and vertical Cirections, see

was especially pronounced on the distributions of Fig. I

turbulent kinetic energy and local wall shear z
+  

dimensionless distance from (and normal

stress, to) a wall, z u /v

SYMBOLS z distance from wall (at y = 0) to

location of maximum axial velocity
a.b,c,d trapezoidal duct dimensions; see S laminar dynamic viscosity

Fig. 1.
v kinematic viscosity

A, B coefficients in log law (see Table 1) p air density

D h  equivalent hydraulic diameter

f Darcy friction factor, (2DhlpU')(dP/dx) tw local wall snear stress

k turbulent kinetic energy per unit mass, [w average of local wall shear stresses

1/2 (u
2 

+ V
2  

2 w) over all walls

k dimensionless turbulent kinetic energy, T average wall shear stress, (dP/dx)(Dh /

/u )corner angle of trapezoidal duct, see
k/Cu )2.

P static pressure Fig. 1

Re Reynolds number, pU b D h /1 1. INTRODUCTION

s distance along inclined wall, measured The flow distribution, pressure drop and heat

from top corner, see Fig. 1 transfer characteristics of fluid flow through a

u,v,w fluctuating components of the velocities straight duct of uniform cross-section depend on a

in the x, y, z directions number of factors especially cross-sectional

shape. There are an infinite number of possible
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cross-section geometries. Of these, one possibi- lly. These are the two square interconnected

lity is the circular tube which is unique in that sub-channels by Lyall (1971) and the simulated rod

the flow is axi-symmetric. Circular pipes have, bundle by Seale (1982). Other cases have been

of course, been very widely used and extensively predicted numerically; e.g. an isoceles triangular

studied over many years. For non-circular ducts, duct by Rapley and Gosman (1984) and a trapezoidal

substantial thermal-hydraulic data are now avail- duct by Nakayama et al. (1983).

able for laminar flow and heat transfer for a wide Concerning trapezoidal ducts, there are an

assortment of shapes, however new geometries (re- infinite number of possible cross-sections. How-

lated to specific applications) continue to emerge ever, for trapezoidal ducts of the symmetric type

for analysis. On the other hand, there is still shown in Fig. 1, the shape of any family member

relatively little information available for many can be specified by 0 and the ratio 2 a/b. For o

non-circular ducts under turbulent flow conditons. - 600, for example, the limiting cases are the

Perhaps the main exception to this is for rod equilaterial triangular duct (a 0 0) and infinite

bundles which have continued to recieve special parallel plates (b - 0). For fully developed

attention because of the nuclear power industry, laminar flow, theoretical results for fRe and

Fully developed, single phase, turbulent average Nusselt number have been documented by

flows through straight non-circular ducts are much Shah and London (1978) for 300 1 0 S 900 and 0 S 2

more complicated than laminar flows. Apart from a/b S -. For fully developed turbulent flows, the

anisotropic turbulent diffusion, geometric asymme- only experimental data known to the authors are

tries give rise to secondary flows (shallow hell- those due to Nikurodse (1930), Rodet (1960) and

cal streamlines) which are driven by Reynolds Chiranjivi and Sankara Rao (1971). In his pionee-

stress gradients. Experimental studies have been ring work, Nikuradse (1930) measured pressure drop

conducted on turbulent flow structure for fully and mean velocity distribution fbr a trapezoidal

developed flows through several straight non-circ- duct characterized by 0 - 610 and 2 a/b -. 1.02.

ular ducts. These include rectangular ducts, From his velocity data, he also calculated the

triangular ducts, parallel-flow rod bundles, int- distribution along the duct perimeter of a para-

ernally finned tubes, eccentric annulli, etc. The meter proportional to local wall shear stress.

flow cross-section for each of these ducts is Thirty years later, Rodet (1960) obtained the

usually symmetric in two or more parts; each symm- first turbulence data for a trapezoidal duct de-

etric part being called a primary flow cell. Due fined by 0 - 750 and 2 a/b - 0.536. he measured

to symmetry, there can be no net transfer of mom- the local wall shear stresses and the cross-sec-

entum or energy across the boundaries of a primary tional distributions of mean axial velocity and

flow cell. For the same reason, secondary flows Reynolds stresses, however he did not attempt to

cannot cross a primary flow cell boundary, measure the secondary velocities. Chiranjivi and

In terms of secondary flow, non-circular Sankara Rao (1971) did experiments with a trape-

ducts may be placed into three classes according zoidal duct with 0 - 700 and 2 a/b - 0.280, but

to the number of secondary flow cells in each the measurements were confined to bulk heat trans-

primary flow cell. These classes are: fer only.

Class 1: 1 cell; e.g. square duct, equilateral As indicated above, little turbulence data

triangular duct, eccentric annulli, exist for trapezoidal channels, since a symmetric

infinite square rod bundle arrays, etc. trapezoidal duct Is a Cla:s 3 geometry, accurate

Class 2: 2 cells; e.g. rectangular (non-square) ex,)erimental data (including secondary flow meas-

ducts, Internally finned tubes, etc. urements) should be extremely useful as a test

Class 3: 3 or more cells (multi-cells). case regarding development of numerical prediction

For Class 3 ducts, there are only two known cases schemes. This was the main motivating factor

where multi-cells have been confirmed experiments- leading to the selection of the present trap-

ezoldal ;uct for experimental exploration. In

37-2



addition, there is a growing interest in develop- the upper vertex of the triangle. The complete

ing multi-passage tubes for compact heat exchang- test section, which consisted of a wooden entrance

ers. The symmetric trapezoidal duct is akin to length (4.88 m) and a final precision acrylic

the annular sector duct which is a common element section (2.44 m), was Installed in a simple wind
in multi-passage tubes, tunnel operating in the open circuit mode. Room

The actual dimensions of the cross-section of temperature air was blown through the trapezoidal

the present trapezoidal duct were (see Fig. 1) a - duct, and measurements were made from the dis-

25.4 mm, b - 66.0 mm, c = 63.5 mm and p - 600. charge end of the acrylic test section. Since the

The equivalent hydraulic diameter of the cross- measuring station (30 mm from end) was located 102

section was 71.1 mm. The geometry of the present equivalent hydraulic diameters from the inlet, the

duct (0 - 600, 2 a/b - 0.770) relative to those flow was assumed to be fully developed.

used previously is such that the ratio 2 a/b for Measurements were made on the basis of a
the four ducts form (roughly) the progression 1/4, cartesian coordinate system (see Fig. 1). Accir-

1/2, 3/4 and 1. In terms of actual shape, the ate relative positioning of either a Pitot tube or

present duct is quite different from those used by a hot-wire probe was achieved using a traversing

Rodet (1960) and Chiranjivi and Sankara Rao mechanism having resolutions of 0.01 mm in the

(1971), but it is fairly similar to the duct z-direction and 0.02 mm in the y-direction. The

employed by Nikuradse (1930). turbulence measurements were made using constant

As indicated in Fig. 1, symmetry permits the temperature linearized hot-wire anemometry manufa-

flow cross-section to be divided along the z-axis ctured by DISA. The miniature probes included a

into two parts, i.e. two primary flow cells. 55P11 single wire, a 55P61 X-probe and a 55P12 450

Accordingly, following checks to confirm flow slanting probe. All hot-wire probes were calibra-

symnmtry, the measurements were confined to the ted insitu against the Pitot tube, with the probe

right half. The measurements included axial pres- located along the z-axis in the region of maximum

sure drop, the cross-sectional distributions of axial velocity. The secondary velocity components

mean axial velocity, secondary velocities and five were measured using both the X-probe and the 450
slanting probe; the latter suing the rotation

of the six Reynolds stresses (not p 7w), and the

technique. In addition, V was determined by thedistributions of local wall shear stress on the
symmetry technique used by Gerrard (1976). The

three walls. The main measurements were conducted
hot-wire data presented here have been corrected

at Reynolds numbers of 79,000 and 99,000 and
(as applicable) for tangential cooling effects asinvolved both Pitot tubes and hot-wire anemometry.
suggested by Lawn (1969). The yaw sensitivity

The purpose of this paper is simply to communicate
factor was taken as 0.23 for DISA probes.

our experimental results for fully developed 3 RESULTS AND DISCUSSION

turbulent isothermal air flows. 3.1. General

2. EXPERIMENTAL FACILITY AND EQUIPMENT As mentioned above, the measuring station was

A complete description of the test rig, test
located 102 equivalent hydraulic diameters from

section, traversing mechanism and instrumentation the test section inlet, and about 30 mm from the

have been documented by the present authors discharge end of the trapezoidal duct. Prior to
(1985), however space allows only a few details to*undertaking detailed measurements, the apparatus

be given here.
was investigated for end/blockage effects and for

modifying the equilateral triangular duct used by flow symmetry between the two halves. The latter

Gwas tested at both the mean velocity and turbulen-~Gerrard (1976) and by Aly et al. (1978). This
~ce levels and by checking the local wall shear
triangular duct was changed to a trapezoidal

stresses over the entire duct perimeter. The
cross-section by installing an Isoceles fillet at
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results were satisfactory and have been documented According to Malak et al., friction factors for

in our internal report (1985). Detailed measure- the present duct and for Rodet's duct fall within

ments were subsequently taken in the right half of 2% of each other, whereas Nikuradse's duct lies

the trapezoidal duct at several Reynolds numbers between the two". As shown in Fig. 2, Hodet's

but mainly at Reynolds numbers of 79,000 and data are in good agreement with the prediction of

99,000. Both Pitot tube and hot-wire measurements Malak et al. This, in turn, explains the good

were made at typically about 100 locations consit- consistency between the present data and that of

uting the nodes of Cartesian measurement grids. Rodet, despite substantial differences in duct

Bulk velocities for the primary flow cell were cross-sectional shape. On the other hand, the

obtained by numerical integration of the mean data of Nikuradse (1930) is noticeably above the

axial velocity fields with appropriate log law prediction of Malak et al., but only at the lower

shaping near the solid boundaries. Most of the Reynolds numbers. Overall, the present results

experimental data presented here have been normal- appear to be consistent with expectations arid witr,

ized by either U b (via Pitot tube) or u (via the limited experimental data for other trapezoid-

ap/x). al ducts.

3.2. Friction Factors 3.3. Secondary Flow

With the wind tunnel stabilized at a fixed The secondary flow results are presented next

setting, 'he axial pressure distribution was so that interpretation of the remaining results

determined from pressure measurements at 20 static may benefit from a secondary flow perspective.

pressure taps/piezometer rings spanning the length some of the data are shown in Figs. 3-5 inclusive.

of the last half of the test section. For all The data have been normalized by the average mear.

Reynolds numbers, pressure decreased linearly with axial velocity, Ub. Like other secondary flow

axial distance. The fully developed axial pres- geometries, the present data seem to scale reason-

sure gradient for each Reynolds number was deter- ably on either Ub or u . As shown in our internal

mined from a straight line least-squares-fit to report (1985), the distributions of V/U b and WIU b

the data. Friction factors were then computed via X-probe showed good consistency at the two

(using Ub via Pitot tube) to an accuracy, estimated main Reynolds numbers of 79,000 and 99,000.

to be within 4%. Fig. 3 shows the z-direction component (W) of

The present results are shown in Fig. 2 which the secondary flow for three horizontal traverses.

also includes the experimental data of Rodet For the traverse at z/b - 0.182, for example, the

(1960) and the Nikuradse (1930) data line. The data shows an upflow near the duct symmetry line,

present results for isothermal friction factor a downflow in the mid-span region and a second

were correlated by: f = 0.1976 (Re)""'". Rela- upflow near the inclined wall. As drawn, the line

tive to pipe flow, the present data lie typically faired through the data does not strictly satisfy

about 8% below the standard correlation shown in conservation of mass. To comply with continuity,

Fig. 2 for circular pipe. This deviation, as is the zero position would have to be lowered to

the case for many other non-circular ducts, re- about -0.2%, or (alternatively) WIUb must reach

flects a long-recognized deficiency in the equi- about 3% adjacent to the inclined' wall. Other-

valent hydraulic diameter approach. wise, considering the small quantities being

F~g. 2 also shows the prediction of Malak et measured, the agreement between the 450 slanting

al. (1975) for the present duct and Rodet's duct. probe and the X-probe is quite reasonable except

The present results generally fall slightly below near the inclined wall where the X-probe consist-

the line of Malak et al. by an average of about ently gane lower values. This Is likely due to
2 1/2% which is within the experimental accuracy. error induced on the separated wires by the steep

* This outcome stems from the fact that the fRe axial velocity gradients near the wall.

products for the three ducts are almost equalAxa veoiygden errs soctd
tv under fully developed laminar flow conditions. Axial velocity gradient errors associated
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I
with the X-probe can also be seen in Fig. 4 which

shows the V/U b distributions for three vertical tranverse was found to be generally about 2%

traverses each with three sets of measurements.

The X-probe generally registered too high near the nigher than the Ub value for the single hot-wire
probe traverse. But as shown in Fig. 6, when each

top wall and too low near the bottom wall. Again, is normalized by its own Ub, the distributions of
the faired lines do not completely satisfy contin- i

UU were very similar. Also whereas Fig. 6 Is
ulty as drawn, however near-wall secondary flows b

for Re = 99,000, isovel plots of U/Ub for other
may be under-estimated. Overall, the three data b

mass flow rates were found to be essentially
sets show considerable scatter, but there is

general agreement in trend. independent of Reynolds number. There was,

Fig. 5 shows the resultant secondary flow however, a slight tendency for the profiles to

become flatter with Increasing Reynolds number.(U ) in the primary flow cell cross-section at
sec For example, for Re-79,0uO the maximum U/U value

Re - 99,000. The construction is based on V and Wt 
b

was about 1.22 and this value decreased slightlyl~ll via the 1450 slanting probe using the rotation
to about 1.21 for Re - 99,000.

technique for each component. Each arrow indica-

tea the magnitude (see scale) and direction;
bulging of the contours towards the corners and

location corresponds to the center of the arrow.
away from the horizontal walls in the mid-wal

Four counter-rotating cells of secondary flow can

be seen with the pattern shown in the inset to regions. The latter is particularly noticeable

for the top wall. These distortions are caused by*Fig. 5. This pattern is precisely that inferred~secondary flows in the pattern shown In Fig. 5.

by Nikuradse (1930) based on the distortions seen

Similar distortions were present for the trape-
in his measured axial velocity distribution. Flow

- zoidal ducts of Nikuradse (1930) and Rodet (1960).
from the highest axial momentum region (maximum U;
located at y - 0, z/b - 0.48) is convected into In fact, the isovels for Rodet's duct also show

eibulging to reflect the return flow off the incli-1 _ each corner where it splits for the return flow.
For the flow into the 600 corner, the largest ned wall. Evidence of this for the present duct

is shown later in the distributions of wall shearobserved secondary velocity was about 1.6% of U -
1I stress and turbulent kinetic energy.

The global maximum was indicated to be just under In addition to velocity measurements at
2.2% of Ub and this was located adjacent to the I

various grid points throughout the domain, special
inclined wall. Compared to other Class 3 geome-

Pitot tube traverse were made normal to each walltries, this maximum value is a little larger than
in the near-wall regions for the purpose of

that found by Scale (1982) for a simulated rod

bundle (about 1 1/2% of U ), but smaller than that obtaining data to compare to the universal log law
b distribution. These results are summarized in

determined by Lyall (1971) for two square inter-
Table I and illustrated In Fig. 7. As can be

axial velocity). seen, logarithmic velocity distributions do indeed

ixist and the least-squares-fit coefficlent9 tc
3.4. Mean Axial Velocity not differ much from the conventional values.

Mean axial velcoites (5) were measured using Hence if one excludes the immediate corner regions

both Pitot tube and hot-wire anenometry to within (where the flow is influenced by the presence of

estimated accuracies of about 1% and 2% respecti- both walls) and providing scaling is done with the

vely. No corrections were made for velocity grad- local friction velocity, then it appears that the

lent or turbulence effects, however the wall universal law of the wall holds reasonable for the

proximity correction suggested by Ower and near-wall regions for the present Class 3

Pankhurst (1966) was applied for the Pitot tube. geometry.

For the same nominal mass flow rate through the 3.5. Local Wall Shear Stress

duct, the bulk velocity (Ub) for the Pitot tube Local wall shear stresses (Tw) were measured

along all three walls by the Preston technique
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using the appropriate relation of Patel (1965). renders the data fairly independent of Reynolds

For each Reynolds number, the overall average wall number.

shear stress ( w) was determined by numerical In Fig. 9, the dati for the Heynolds normal

integration (over all walls) of the measured stresses which were obtained from traverses along

values of the axial component of local wall shear the duct symmetry line, are presented and compared

stress. The -w values derived in this manner via to the results of corresponding traverses for

Preston tube were found to be within 3% of the circular pipe [Laufer (1954)], square duct

duct average values (i) corresponding to the [Brundrett and Baines (1964)] and equilaterdl

measured axial pressure gradients. triangular duct [Aly (1977)]. The distributions

The distributions of local wall shear stress for the present data lie between the :oquare duct

(normalized by 7w) are shown in Fig. 8 for two and pipe flow and (not surprisingly) are very

Reynolds numbers. The data for both Reynolds similar to the results for the equi'ateral triarc-

numbers form essentially a single distribution. ular duct. In general, the present turbuls: 7j

From the data for each Reynolds number, separate intensities exceed their counterports for pipe

averages were calculated for each wall. The aver- flow by roughly about 15%. Part of this may !o

age wall shear stress for the top wall was about attributable to the fact that the Icoal friction

12% higher than the overall average, whereas the velocities for each end of the symmetry line are 4

bottom wall and the inclined wall were about to 5% higher than the duct average friciton velo-

1 1/2% and 3% lower than TW respectively. A city (see Fig. 8). The remainder may partly be

similar deviation for the top wall was present in due to the secondary flow which moves fluid from

the results of Nikurodse (1930) whose duct, as each wall towards the central region, highly

noted earlier, was quite similar to the present turbulent fluid which has been generated near the

trapezoidal duct. The average wall shear stress wall, is convected towards the central region thus

for his top wall was about 10% above the overall causing turbulence intensities at a given location

average while his bottom wall and inclined wall to be higher than would otherwise be.

were about 2 and 4% lower than the overall aver- Fig. 10 shows the distributions of turbulence

age respectively. On the other hand, the average intensities along three selected horizontal

for each of the three walls of the duct of Rodet traverses. For a given location, as would be

(1960) was approximately equal to the overall - _

average. This outcome is in keeping with one of expected, V u
2
/u (axial) is generally larger than

the roles of secondary flow, namely, to tend to V V2/u (parallel to top and bottom walls) and V

equalize the wall shear stress around the entire - *
w
2
/u (normal to top and bottom walls). in the

duct perimeter. It is not known why this was not region of maximum axial velocity, the turbulence

achieved for the present duct (and also for intensities reach their lowest level and are

Nikuradse's duct), but it may be related to aspect almost equal. For z/b - 0.5, as the traverse

ratio. In any event, Fig. 3 uoes contain evidence moves from the core region, the turbulence levels

of secondary flow effect. In particular, atten- increase monotonically to attain high values

tion is drawn to the small dip in the distribution adjacent to the inclined wall. This pattern is

Of I/w for the inclined wall at s/d - 0.4 which fairly standard. The patterns for both z/b -

is about where the returning secondary flow leaves 6.124 and 0.875, however, are more complicated and

this wall. have been influenced by secondary flow.

3.6. Reynolds Stresses Although each traverse is exactly parallel to a

Space permits only a few samples to be given horizontal wall, at y/c - 0 turbulence levels are

from a rather large set of experimental data. The relatively high because of the secondary flow from

data presented here are for Re - 99,000. As shown the wall to the core region. As y/c increases,

in our internal report (1985), scaling by u the turbulence intensities decrease (rather than
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hold constant) and then bottom-Out corresponding

to where the secondary 
flow moves Into the corner,

having brought low turbulent fluid from the core whereas for uv, it is left-right. Attention i:;

region. As these traverses finally approach the also drawn to evidence of secondary flow. In

inclined wall, the normal stress distributions particular, for uw there are bulges towards the

consistently register an increasing trend entering top corner, while for uv there are bulges adjacent

the high turbulence production zone near the

to the inclined wall in the return flow region.

Thine contour plFor fluid in the central region or adjacent
The contour plots for the Reynolds normal

stresses were qualitatively similar to that for to the top or bottom wall, euw is the primary

the turbulent kinetic energy (k) which is shown in shear stress. As expected, along the duct symmet-

Fig. 11 for two Reyn olds numbers. Clear indica- ry line (y/c 0 0), this normalized shear stres

tions of the secondary flow pattern can be seen varies (see Fig. 13) monotinically from roughly -1

from the strong distortions' of the contours to +1. For fluid adjacent to the inclined wali,

towards the corners of the trapezoidal duct. The the primary shear stress on a surface parallel t,

results shown in Fig. 11 are qualitatively similar this wall would be a mixture of uv and puw.

to those obtained by Rodet (1960) for his duct. uv/(u ), of

Relationships between the turbulence 
intensi-

ties of the type described by Alshamani (1978, about 0.7 and 7w /(U )2 of about 0.3, are consist-

1979) were also explored. The results, based on ent with this expectation.

both local and average friction velocities, will Further information on uw is given by Fig. 14

be described in detail by Khalifa (1986). For w hosampe re * Eah lest- which shows the distribution of uw/(u P ijon

now, Fig. 12 gives a sample result. Each least-. three vertical traverses. One of these is the

squares-fit equation 
shown in this figure is cap-

- duct symmetry line (y/c = 0) over which the varia-

able of describing 
the data with a standard 

devia-
tion Is slightly non-linear and ranges from about

tion of about 4% (or less) of the range average. to 0. A linear an from to ui

The coefficients for each linear equation are

of course, characteristic along a diameter of

fairly similar to the corresponding 
results found

fully developed pipe flow. For non-circular

by Seale (1982) for a simulated rod 
bundle. This

ducts, departures from linearity along a symmetry

similarity for two 
Class 3 geometries 

Implies that

line are not uncommon and dimensionless magnitudes
the vorticity source model of Seale (1982) may be

may readily exceed unity (e.g. square duct).

capable of handling 
other Class 3 geometries.

Departures here from unity and from linearity are
Turning next to the Reynolds shear streases,

Fig. 13 shows the contours of 7v and 7w- In the due to both secondary flow and to the uv distribu-

tion (Fig. 13). Along the duct symmetry line, the

primary flow cell. No data were gathered for pvw, axial momentum equation become (neglecting the

however this shear stress is known from theory to viscous term):

be zero along the symmetry line (y/c - 0) and is

expected elsewhere to be small. The shear stress L = - - - a u
az P ax ay az'

puv was also.found to be essentially zero along where the pressure gradient term is a constant for

the symmetry line. This agrees with the theoreti- fully developed flow. Hence the gradient of uw

cal conclusion that pu acting on the xz plane at along the symmetry line, depends on the modifica-

- tions to this pressure gradient constant by theI y/c - 0, must be zero since uv/(u*)
2 (like V) has

an antisy mmetrio distribution on each side of the local values of W aU/3z and auv/ay. Concerning

symmetry plane. The contour map for each shear the latter, although uv Is zero along the symmetry

stress contains both positive and negative
line, 3uv/ay is non-zero since uv has in antisymm-
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metric distribution about 1ii symmetry line. Aly, A.M.M. 1977: Turbulent Flows in Equilateral
Triangular Ducts and Rod Bundle Sit-Cnannels,

Based on Fig. 13, peak values for uv/(u )2 are Ph.D. Thesis, University of Manitoba.

about -0.5 near the top wall but only about -0.14 Aly, A.M.M.; Trupp, A.C.; Gerrard, A.D. 1978:
Measurements and Predictions of Fully Develo-

near the bottom wall. Hence along y/c - 0, auv/ay ped Turbulent Flow in an Equilateral Triangu-

values are likely to be quite different for these lar Duct, J. Fluid Mech. 85, pp. 57-83.
Brundrett, E; Baines, W.D. 1964: The Production

two regions. On the other hand, based on the and Diffusion of Vorticity in duct Flow, J.

known secondary flow pattern, the term W aU/az has Fluid Mech. 19, pp. 375-394.
Chiranjivi, C.; Sankara Rao, P.S. 1971: Laminar

a single polarity and should be of about the same and Turbulent Forced Convection Heat Transfer

magnitude for points equidistant from each wall. in a Symmetric Trapezoidal Channel, Ind. J.
Technlogy 9, pp. 416-420.

Hence it appears that the uv distribution exerts Gerrard, A.D. 1976: Turbulent Flow in an Equilat-

the asymmetric effect on uw along the z-direc- eral Triangular Duct, M.Sc. Thesis,
University of Manitoba.

tion. Khalifa, M.M.A.; Trupp, A.C. 1985: Turbulent Flow

Characteristics in a Trapezoidal Duct-Experi-
4. CONCLUDING REMARKS mental Results, Dept. of Mech. Eng., ni ver-

An experimental investigation was made of the sity of Manitoba Report No. ER 25.39.
Khalifa, M.M.A. 1986: Measurements and Predipt-

flow structure of fully developed isothermal air ions of Turbulent Flow and Heat Transfer ir

flow through a 600 acute angle symmetric trapezol- Trapezoidal Ducts, Ph.D. Thesis (In Prepara-
tion), University of Manitoba.

dal duct with aspect ratio 2 a/b - 0.770. This Laufer, J. 1954: The Structure of Turbulence in

research revealed the following key features: Fully Developed Pipe Flows, NACA Report TN
1174.

a) Within each symmetric half of the duct, there Lawn, C.J. 1969: Turbulent M:urements with Hot

exists four counter-rotating cells of second- Wires at B.N.L., Central Elec. Gen. Board,
Berkeley Nuclear Labs. Rep. RD/B/M 1277.

ary flow with secondary velocity components Lyall, H.G. 1971: Measurements of Flow Distribu-

typically less than about 1% of the bulk axial tion and Secondary Flow in Ducts Composed of
vspTwo Square Interconnected Sub-Channels, Symp-
velocity. This secondary l pattern exerts osium on Internal Flows, University of Sal-
a very signifi-nt influence on the distribut- ford, Apr. 20-22, 1971, pp. E16-E23.

Malak, J.; Hejna, J.; Schmid, J. 1975: Pressure
ions of turbulent kinetic energy and local Losses and Heat Transfer in Non-Circular

wall shear stress and is expected to influence Channels with Hydraulically Smooth Walls,
Int. J. Heat Mass Transfer, 18, pp. 139-149.

heat transfer. Nakayama, A.; Chow, W.L.; Sharma, D. 1983:

b) Near-wall axial velocity distributions are Calculation of Fully Developed Turbulent

Flows in Ducts of Arbitrary Cross-section, J.
logarithmic with conventional coefficients Fluid Mech. 128, pp. 199-217.

when scaling is done with local friction velo- Nikuradse, J. 1930: Turbulemt Stromung in nicht
kreisformigen Rohren, Ing.-Arch-1, pp.

city. Turbulence intensities are interrelated 306-332.

linearly with coefficients similar to those Ower, E.; Pankhurst, R.C. 1966: The Measurement
of Air Flow, 4th Ed. Pergamon, Oxford.

found by Seale (1982) for another Class 3 Patel, V.C. 1965: Calibration of the Preston Tube

geometry. Both of these facts are revelant to and Limitations on Its use in Pressure Gradi-

ents, J. Fluid Mech., 25, pp. 185-208.
turbulence modelling for non-circular ducts. Rapley, C.W.; Gosman, A.D. 1984: The Prediction

of Turbulent Flow and Heat Transfer in a
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Table 1

Near-wall Velocity Distributions (Re-99,000) to 1 0

Form; U+ -Ain z +B 05 0 &

Wall- Top Inclined Bottom O'~/ -lb.OSIS
-0.5

0 11A~
A 2.25 2.36 2.26 i

B 6.32 6.34 6.48 t

Max. zin range 700 700 400 0 " 1 Cl/b36 j t

No. of data points 66 37 60 -4.05 -
No. of Traverses 3 3 4 _ toe

0 0

Std. Dev. (%): (measured S

as a percentage of the

+-10 
0

average U in the range)
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Fig. 3: Distribution of W for Three Hori-

2a zontal Traverses; R = 99,000.
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Fig. 5: Secondary Flow in a Trapezoidal
Duct; R e- 99,000.
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orN. Townsend (1976) shows that the governing equation.

and boundary conditions for the plane turbulent rnixin,
EXPERIMENTAL AND layer can yield -self-preserving' solutions for suflicienl\

COMPUTATIONAL STUDIES high Reynolds number and downstream distance. The ne(-
OF PLA.NE MIXING LAYERS essary conditions for self-preservation are that the mixing

layer grows linearly and that the shapes of the mean veloc-

R. D. Mehta*, 0. Inoue', it and turbulence profiles are independent of downstream

L.S. Kingt and J.H. Bell* distance when scaled by local mixing layer thickness. Ilt
particular. peak values of the turbulence stresses should be

Stanford University. Ca independent of strearnwise position.

t NASA Ames Research Center, Ca The formation of the two-dimensional vortex struct ure
is primarily due to the inviseid Kelvin-Helmholtz instalbil-
ity operating on the vorticity distribution across the mixing

layer. The layer grows through pairing of adjacent sparnwise
vortices. The pairing process is randont in space arid ti ir
antd this results in a linear, continuous growth of the mixing

Abstract. Some experimental and computational stud- layer. However, the onset of the initial instability, thf, po-

ies of forced and unforced plane turbulent mixing layers sition of the merging processes. atid the number of vorticv-

have been completed. The experimental results include involved in the merging are extremely sensitive to small

flow-visualization data using the smoke-laser technique and perturbations anywhere in the flow field (Ho and Hluang.

mean flow and turbulence measurements using X-wires and 1982). In particular. small oscillation, iii a diratiot ir-

a two-component Laser-Doppler Velocimeter (LDV). Two rial to the Iree stream and at [rquencie evetn an ord, I of

computational studies of the measured mixing layers have magnitude lower than the initial instabilit\ Ireqt\' an

been ,onducted in a coordinated effort: one using the dis- found to affect the growth ale arid turtbulen(- iriutir, of

crete vortex method and the other based on Reynolds aver- the rnixing layer significantl ((sler and \ ygtianski. 9 ,2i

aged Navier-Stokes equations. The present paper contains TIhe main objective of the present research was to 1ud

an overall comparison and discussion of the measured and platte turbulent mixing layers with arid without tor ig at

computed results, the mixing layer origin using two experimental te-ltniqiies
and two computational approaches. In particular. the ait,

i. INTRODUCTION was to assess the performance of these techniques in this
type of shear flow by comparing the results and identifying

Turbulent mixing layers are often found to dominate the possible problems in the individual approaches.
flow field in engineering applications. Apart from govern-
ing the rate of mixing in combustion chambers and flow% 2. EXPERIMENTAL AND COMPUTATIONAL
reactorK. mixing layers are also responsible for most of the TECHNIQUES
broad-band noise generated it propulsion systems. Fur-
therriore. mixing layers exhibit certain universal floss fea- 2.1 Experimental Techniques
tures that haw:* made them very attractive for experimental

and (ortputational studies. A 38 X 15 cm open-circuit blower wind tunnel (Fig. I I Io-

Experimental investigations of mixing layers were re- cated in the Fluid Mechanics Laboratory at Ante. Resvarch

vived when Brown and Roshko (1974) performed flow visu- Center was used for the experiments. The two-streati tii\-

alization studies of a plane mixing layer and reported the ing layer was generated by installing a sheet of dense hoatt,

presence of large. quasi-two-dimensional vortical structures, over the upper half of the last screen and dividing t hi, flo

Most of the subsequent studies concentrated on the search in the contraction with a 1.5 mm thick splitter plate. his

and identification of these large scale structures (see Ho and arrangement produced two streams with a velocit.N ratio of

Huerre, 1984 for a review). Apart from spectacular flow about 0.5. Both ends of the splitter plate were tapered to

visualizations, mixing layers are also well suited for probe- zero thickness, the upstream end to minimize disturbanc

type measurements since spatia' problems are reduced due and the downstream end to minimize wake effects in the

to the absence of ho,,nding walls and the fast growth rate of two-stream layer. For the tripped cases, round wire trips
the layer compared toother sheir flows (Mehta and West- (1.0 and 1.5 mm diameter) were attached at the entry to

* phal, 1986). For computational studies, mesh specification the constant-area exit duct. This provided a region for
is simpler in general, again due to the absence of bounding boundary layer development at nearly zero pressure gradi-

4 walls. In addition, mixing layers are thought to be more ent prior to the formation of the mixing lavers. For the
sensitive to the modeling of turbulence than boundary lay- forced mixing layer experiments, a hinged flap (I cm long)
ers (Rodi. 1975), thus making them more suitable for the was attached to the downstream end of the splitter plate
development and testing of new turbulence models. The and driven from one end using a linear oscillator. Excita-
plane mixing layer is aiso popular because the asymptotic tion frequencies oh up to 100 Hz and amplitudes of up to 2

behavior of this flow is thought to be quite simple in the- mm could be achieved with this mechanism.
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The mixing la .yer exhausted into the still laborator the constant velocit% of tne vortices b% . and ti.e highe-

air where the measurements were made. The absence of 4 and lower-speed velocities of the floA lar from the T-axis ,li

test section around the mixing layer was previously shown 11 and 1:2, respectively. Then the following relations are

to have negligible effect in the measurement region, 0 , satisfied:

x - 30 cm (Mehta and Westphal, 1986). The free-stream A 1. AU = - U2 , U, = (UI - U2 )!2 (1)
velocity on the high speed side was about 21 m/s with a
turbulence level of 0.2"( at the duct exit. The forced mixing Next. let us suppose that at an initial time. t 0. vor-
layer measurements were made at lower speeds; high speed tices in the "test section" (a - 0) are suddenlV removed.
side velocity was set at 10 ni s. At all subsequent times the vortices upstream of the lest

The smoke flow %isualization study was conducted b% section (z - 0) are constrained to move along the x-axis
injecting heated mineral oil smoke on the splitter plate with the convection velocit V. Onwe it enters the te't
just downstream of the last screen. Cuts in the x-y plane section. each vortex is free to rnove under tht influenc, of
through the seeded mixing layer were illuminated b% pro- the potential field inciued b% individual vorti(es includi,
jecting a thin I- 2 miii) laser sheet through a cyliriderical the upstream (Y - 0) vortices. in addition to lhe conlrilkii-
lens. tion oft he convection velocil y. Our main interest lies m I lie

Hot-wire measurements were made using X-wire motion of the discrete vortices in the test section fri order

probes with 5 pm Tungsten sensing elements about 1 mm to prevent excessive bending of the mixing layer towara-

long welded to the supports: the spacing between the wires the low-speed side, upper and lower walls were simulated

was also about I mm. The probes were calibrated statically by two rows of vortices. These vortices have circulation

in the potential core of the high-speed duct exit flow assum- 1' '2 and are located at the image positions with respc i

ing a 'cosine-law" response to yaw, with the effective angle to the upper and the lower walls. Note that the strengt I

determined by calibration. The analog signals were filtered of these vortices is prescribed such that total circulatiotJ
(low pass at 25 Khz). DC offset, and amplified (X 10) be- of the flow field is zero. The complex velocity potential. J.
fore being fed into a NASA-built computer interface. The which governs the flow development for A* vortices, is given
interface contained a fast sample-and-hold AiD converter by:

with 12 bit resolution and a multiplexer for connection with
another interface to an HP 9845 computer (VWestphal and f ' -
.Mehta. 1983). The software included a correction for am- 2 I , - Z") - -

bient tem perature drift. 
,, 1 47-

Mean velocity and turbulent measurements were also A r

made with a three-component aser velocirmeter system - 1oQ(z- zl.,,) 2)
(Rodman et al.. 1985), used in the two-component mode for

the present studies. The system utilized two wavelengths where z - -iy. and the subscripts u and I denote the

(0.48S and 0.5145 pm) from an argon-ion laser. Bragg cell upper- and lower-image vortices, respectively. The velocit*

frequency shifting (40 MHz) was introduced in both lines components v in the a-direction and t in the y-dire t tot
to enable directional discrimination and to reduce fringe are given by:
bias. The orthogonal four-beam matrix with a beam sepa- u - it - _ (3)

ration of 1.3 cm was focused into the flow field through a OZ

3?' cm focal length lens. Scattered light was collected in the The time development of an individual vortex is determined
off-axis forward scatter mode. An effective sensing volume front the relation:
was formed by the focused laser beams and the off-axis col-
lection optics that was approximately 200 pm in diameter dr, dy4)

and 1.5 mm long. The signals from the phoLomultiplier di di

tubes were mixed electronically with sine waves of known In cases where forcing is applied, each nev discrete %or-
frequency, fed into single particle burst counters for process- tex that arrives at the origin lentry to the test 'tiotln) is
ing and then multiplexed to the HP 9845 computer via a assigned the velocity. iv- tI,..r = . f(t(. in addition to the
NASA-built LDV interface. The flow was seeded by inject- velocity induced h individual discrete vortices. Periodic
ing 1 pm diameter (measured) mineral oil smoke particles disturb.ances of the form. va(t) = Aszn(2rt). are assumed.
at the blower inlet. In this simulation a first-order Euler scheme is employed for

time integration. A detailed account of the method is given
in Inoue and Leonard (1986). While this inviscid vortex

For the two-dimensional discrete vortex method, let us cont- method is suitable for studying the far-field behavior (in
sider an unbounded floA produced by an infinite roA of the self-similar region) of both forced and unforced mixing
discrete vortices wil, the sarne sign and the same strength layers, in its present form, where only one sign of vorticit\
which are moing along th, a--axis with d con'tant velo(- is shed. it cannot be used to simulate the near-field devel-
it,. Let the circulation of each vortex be denoted by N. the opment which includes the viscous wake front the splitter
fixed distance between the two neighboring vortices h % plate.
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In order to compute the near-field development of the
mixing laver. starting with the boundary layers on he ( ,

splitter plate. a second two-dimensional computational ap-
proach was developed which involved solving the Reynolds Ay 1 U (Ay Ay,)uj ,
averaged Navier-Stokes equations for an incompressible, y (12)

constant-density fluid. Since the experimental results used
in the present comparisons were obtained for mixing lay- and
ers in which the static pressure was essentially constant.
the pressure-gradient terms in the Navier-Stokes equa-
Tions was neglected. Also. viscous stress terms are as- (-
sumed small, except for the transverse shear vdu/dy. The
stead% two-dimensional, incompressible, constant-density 2AYU,,j I (AY1. AYm)_u,.) Ay-U,,
Navier-Stokes equations may thus be simplified to a sys- 2y,,Ay(Ay, -

tern parabolic in the streamwise direction, z.

u d? For turbulent flows, V is replaced by tv v,. wher,

-idu iu a V 4U 1 0.015R .15I
ax ai, ay dy

These equations are solved both on the splitter plate and where v1 , is the eddy viscosity at the trailing edge of i li

in the mixing region downstream of the plate. The, ye- splitter plate (obtained using the Cebei-Srith turbulenc.
locity defect arising from the confluent boundary layers is model). P, is the edd' vtscosit, of a selI-siilar riixirg
convected into the mixing-laver region. In contrast. most layer. bt, is the sum of the boundar layer thicknesses at
cnetdtthmixing-laer rnalyseshaveeeon. rivd cast tilt athe trailing edge and Rep is the Reynolds number based on
mixing-layer analyses have beeni derived based on the as-

sumption of self-similarity. or which no account may be mixing layer thickness. This formulation allows a smooth
transition from merging boundary layers in tte near regiontaken of the viscous layers Oil thte plat e.aeniof teiscousren eors onhelteqn. 5 a sto asymptotically approach the self-similar mixing layer in

Finite-differencethe far region. Exponential blending of eddy viscosities i
on a rectagular mesh with variable spacintg in both direc- this manner is in the spirit of the method proposed for
tions. in order to concent rate mesh points near thne split-

ter plate trailing edge atid in dlie mixing layer itself. The airfoil wakes by Chang et al. (1984).

solution is advanced in the streamwise direction using a
Crank-Nicholson scherne centered at half-integer points for 3. RESULTS AND DISCUSSION

the momentum equation. The continuitN equation is then Following Townsend (1976). the normalizing velocit. scalb
enforced at integer points. For v = const, the diflerence is chosen as the velocity difference across th( layer, and
form of the nondimensional momentum equation is the shear layer thickness (given by a least-squares hi of the

_" - I, I Ou du mean data to the error function profile shape) is used to
ii,,- u,_ 2 (- , normalize the v-coordinate. The mean profiles were found

to fit the error function (plotted on all the mean velocity
I 'L plots) extremely well in the range 0.1 -" 0.9. thus j i-

2 K - (a)' (7) tifying the use of this procedure for providing an accurate
and objective method for defining shear laver thickness.

where the superscript n signifies the n-th iteration at sta-
tion x,. and 3.1 Unforced Mixing Layer

1 - (8 The plane unforced two-stream mixing layer with a ve-t, 2 (U. (8) iocity ratio of about 0.5 was investigated using each of
9) - the four techniques (experimental and computational) de-

, , ). scribed above in Section 2.

Iteration at each x-station is required since the convection Fig. 2 shows a comparison between X-wire and L)V
terms are nonlinear. With the definitions measurements of mean flow and turbulence quantities in the

self-preserving region of the two-stream mixing layer. Also
included in the figure are mean flow and turbulence statis-

AyF. = Y. -I - YJ (10) tics given by time averaging instantaneous velocities evalu-

AYM = YJ - Y)-Il ated in the vortex simulation. Previous detailed measure-
ments in the near-field of the two-stream mixing layer had
shown that the layer reached self-similarity for x 12 cm.
for both tripped and untripped initial conditions (Mehta

derivatives in t -direction are approximated as and Westphal, 19861. In the vortex simulations. once
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the mixing layer achieved a quasi-steady state (f , 2001. The mean flow results computed using the vortes
the mean flow and turbulence statistics indicated a sell- method in the self preserving region are in good agreement
preserved condition for x ; 60 (the length scale is arbitrar.N with the measurements. The -peak level of the streamwise
in the simulations). The measurements shown in Fig. 2 are fluctuation u" also compares well, although the computed
for untripped initial boundary layers and at x - 23 cm and levels fall-off more slowl] towards the mixing layer outer
the vortex simulation results are for x -10M. both in the edges. However, the computed values of the normal fluc-
self-similar region. tuation, vI2 , are clearly higher. uy a factor of about four.

The validity and consistency of cross-wire measure- Somewhat surprisingly, in spite of this large disagreement

ments was previously confirmed for this shear flow through in t'
2 , the primary shear stress u'' results compare ex-

comparison with existing data and application of the tremely well with the measurements. Once again, the dif-

two-dimensional conservation laws (Mehta and Westphal. ferences in the computed values of the stresses are reflected

1986). The cross-wire data are therefore used here as base clearly in the distribution of the higher order terms (Figs.

cases for comparisons. The agreement, between the two ex- 2e and f). The high computed values of the normal flu(-

perimental techniques of the mean flow behavior and dis- tuation are attributed to the observed presence in exper-

tribution and peak levels of the Reynolds normal stresses iments of three-dimensionalitv in the fori of longitudinal

(u' - and t 2). is extreriely good. to well within I0.t7 (Figs. (streamwise) vortices which ride within the spanwise %,or-

2a and b). The peak level of the shear stress {t't) and tices (Jimenez et al., 1985). The longitudinal vortices tend

its distribution on the higher-speed side of the mixing iayer to relax t' 2 in practical mixing layers. This conclusion i
also agree well (Fig. 2c). However, the LDV measurements further supported by the results for the forced case pri-
on the low-speed side of the layer are somewhat below the sented and discussed below in Section 3.2. This relaxation
other data. As a more severe test of the comparison, the can obviously not be modeled in the 2-1) computation. al-
triple product (uhi'2). representing normal transport of the though work is in progress on developing a 3-I) code wher'
shear stress, and the shear correlation coefficient (R., - this hypothesis will be tested more directl.
V'r* \, u'2 \ .2). which is useful in identifying turbulence The results from the Reynolds averaged Navier-,toke,

structure are also plotted (Figs. 2e and f). Since R,, is equations are compared to the cross-wire data in Fig. 4a-
the ratio of the shear stress to the intensities, it will tend d. For these results, the sum of the initial boundary la\cr
to magnify discrepancies in the measured stresses. The thicknesses is used to normalize the y coordinate The coi,-
slightly higher normal stresses and lower shear stress. mena- putation was started from the splitter plate edge using the
sured by the LDV. especially on the low-speed side of the measured (tripped) boundary layer profiles as input (Fig.
mixing layer are clearly reflected in this plot. The triple 4a). The computed mean velocity profile just downstrearn

products compare reasonably well, except again for the low- of the splitter plate reproduces the plate wake extremel\
speed side. well (Fig. 4b). Although the wake defect is still in evidence.

it is clear that the velocity profile is rapidly evolving toward
Not surprisingly, the normal stress values obtained self-similarity. For that reason, the value of the constant (

with the LDV are slightly higher than the X-wire measure- in eqn. 14 was chosen as.5. This is in contrast to the Valm
ments due to the inferior signal-to-noise ratio. LDV mea- of 20 used by Chang et al. (1984) for airfoil wakes. Further
surements can also suffer from biasing due to strong seed downstream, in the sell similar region. the computed result,
concentration gradients and sampling bias towards higher for both the mean velocity and shear stress compare well
velocities. Since a relatively dense foam was used to pro- with the measurements (Figs. 4c and d). The present con,-
duce the low speed side of the mixing layer, there was con- putatiorial scheme was thus able to capture the near-field
cern that seed particles may be blocked by the foam. thus behavior, which includes the plate wake. and then relaxes
resulting in a concentration gradient. However. on moni- to a self-similar solution in the far-field. in agreement wit)
toring the data rate across the mixing layer, it was found the experimentally observed trends.

* to be proportional to the mean velocity, thus indicating an
absence of a significant seed concentration gradient. As 3.2 Forced Mixing Layer
for sampling bias. a correction was applied such that each
sample was weighted inversel. to the magnitude of the in- Experimental data for the forced mixing layer were o-
stantaneous velocit'%. in the way used by Johnson et al.. tained for a velocity ratio of 0.5 whereas the vortex sini-
( 1984). The effects of this correction on the mean stream- ulations were run for a velocity ratio of 0.6. However. a.,
wise velocity and the prifnary, shear stress are shown in shown in Oster and Nygnanskii's (1982) measurements., the,
Figs. 3a and b. ClearY. lor the turbulence intensities en- effect of velocity ratio on the Reynolds stress distribution 1,

countered in the present mixing layer (less than 207). the minimal, especially in a given streamwise development re-
LDV measurements do not seem to be markedly affected gion. We therefore feel that the present comparisons. even
by sampling bias. So. on the whole, 1or measurements in on a quantitative level, are justified.

mixing layers of mean velocities and turbulence Reynolds Oster and Wygnanski (1982) identified three distinct
stresses, the two techniques seem to agree reasonably well: regions in the streamwise development (or rate of growth!
to an extent where either technique may be used in assess- of forced mixing layers. The onset of each region is deter-
ing the computational results. mined by the forcing frequency. the average velocity of th,
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two streams and the sum of the initial boundary layer ino- aid Wygnanski. 1982). The overall trend is very well repro-
mentum thicknesses. This classification is well illustrated duted in the computations. In the experiments, data could
in the comparisons between some flow visualization result, only be obtained up to a streamwise position where the pri-
and the distribution of discrete vortices as given by the mary shear stress dropped to near-zero values. So for forced
vortex simulations (Figs. 5a and b). In Fig. 5a, where the mixing layers, the 2-D vortex simulations give results which
forcing is at half the "natural" frequency, the position for seem to agree extremely well with experimentall. observed

the onset of instability and the rapid vortex pairing and trends.

hence a high growth rate (compared to the unforced layer)
are well reproduced by the computations; this represents 4. CONCLUDJNG REMARKS
region 1. Further downstream (not shown in the present re-
sults). the mixing layer growth would he expected to reduce Results from experimental and computationa! investiga-
to zero (region 11) before regaining the initial high growth tionts of plane turbulent mixing layers (with and withoul
rate (region Ill). However, when the mixing layer is forced forcing) have been compared and discussed. easoriabl
at twice the natural frequency, region II is entered straight- good agreement was found between the two mea.uremenl
away and vortex pairing and hence growth are inhibited techniques, at least for turbulence quantities Lp to second
right from the start, as shown in Fig. 5b. So qualitatively, order. The implication of the good agreement. that sanpl,
the vortex simulations are able to reproduce the trends oh- bias corrections to the 1,DV dat.a were minimal for this typ
served in the flow visualizations extremely well. of shear flow. was further confirmed by evaluating the cor-

rections. The Reynolds averaged computations were su-
The quantitative data from the vortex method are ces~ful at capturing the complete evolution of the mixing

compared to LDV measurements for the case when the mix- layer, including wake effects in the near-field and approach
ing layer is forced at half the natural frequency in Figs. 6a- to self-preservation in the far-field. For the far-field be-
h. (The forcing amplitude in the experiments was I mm and havior, the vortex method showed excellent qualitative and
A - 0.51 , in the vortex simulation.l The first streariwise quantitative agreement with measured data for the forced
station shown in Fig. 6 is at the end of region I with the mixing layer. However, for the unforced layer. the results
subsequent station, being in region I1. As found by Oster seemed to indicate that a 3-D computation. which in lhides
and Wvygnanski (1982). for the value of forcing frequency the modeling of the longitudinal vortices. may Nbe necessar*,.
arid amplitude considered in the present study. the mean Further coordinated cornputationa/experimental studie'
velocities (Figs. 6a and b) are not affected: the velocity are being conducted in continuing search for a better lty'--
distribution is still well represented by an error function. ical understanding of the underlying mixing layer strut-
However, the effect of forcing on the Reynolds stresses is ture and behavior. Particular attention is being paid to
significant. The peculiar double-peaked distribution of V'2  the three-dimensional interaction between streamwise and
is seen in both results (Figs. 6c and d) and this is at- spanwise vortices in a turbulent mixing layer.
tributed to the passage (through the measurement plane)
of well aligned vortices which have relatively quiescent cores
and increased u-activity at the periphery (Oster and Wyg- ACKNOWLEDGEMENTS
nanski, 1982). The computed maximum levels of 0' 2 also
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ABSTRACT the laser-Doppler veloclmeter are a result of the
time averaging measuring process in which the

Laser-Doppler measurements of the velocity turbulent and the periodic, non turbulent,
characteristics are presented for the turbulent contributions to the total, normal and shear,
flow around a squared obstacle mounted in a water stresses are not decomposed. Similarly, Yeh et al
channel for Re=14000. The study involved spectral (1982) have shown that in the near wake around a
analysis and digital filtering of the lDV data strut mounted in a circular pipe, the shape of the
obtained behind the obstacle, radial profiles of the normal stresses is

qualitatively similar to that of the turbulent
The purpose of the measurements is to variances, although the magnitude of the peaks of

separate and quantify the ri.rl-'-r't and the the turbulent var in'es is about halt of the
periodic, non-turbulent, motions of the wake flow, tie -veraped measured values. These results
in order to improve knowledge of the nature of the suggest thnt a steady-state numerical calclatton
fluctuations in the near-wake region of of the aerodynamic field requires the modeling of
two-dimensional bodies, the relative motion of the turbulent and

non-turbulent zones, for example, as proposed by
The results show, for example, that in the Celenligil and Mellor (1985).. Also, the

zone of highest velocity oscillations the energy calculations of Majundar and Rodi (1985) have
associated with the turbulent fluctuations is shown that the separated turbulent flow past
about 40% of the total energy. circular cylinders cannot be predicted

realistically with a standard steady-flow model

1. INTRODUCTION ignoring the periodic vortex-shedding motion.

The quasi-periodic nature of the flow around The purpose of the present paper is to
two-dimensional bluff-bodies is relevant for many separate and quantify the energy associated with
design purposes, but very little information is the turbulent and the periodic, non-turbulent,
available on the details of the aerodynamics of motions of the flow previously investigated for
near wake flows. Re=14000, in order to bring new physical

understanding of the nature of the fluctuations in

The present study follows those of Durao et the near wake region of two-dimensional bodies.
al (1986-a and -b), which provide a basis t, Fast Fourier transforms and digital filtering
understanding the nature of the fluctuations in techniques are applied to the output of the laser
the wake region of two-dimensional bodies and to velocimeter, which was digitised and sampled at a
assess the accuracy of calculation procedures in constant frequency.
recirculating flows. In those previous works
detailed laser-Doppler measurements were presented Section 2 summarizes the flow configuration
for the turbulent flow around a squared obstacle and the experimental method and gives details of
mounted in a water channel for Re=14000. Also, the data processing procedures. Section 3 presents
analogue spectral analysis was conducted by and discusses the new results in the context of
sampling and holding the velocity at each new the previous works. The last section summarizes
Doppler burst until another valid signal arrtves. the main findings nd conclusions.
The results have shown a single spectral peak at
the predominant frequency of 4.7 Hz for Re=14000, 2. EXPERIMENTAL MFTI1OD AND ACCURACY
for the normal velocity fluctuations in the
centreline of the obstacle. In agreeement with the The experiments were performed on an
results of Okajima (1982), the Strouhal number is horizontal, 120 x 156 mm, water tunnel made of
approximately constant and equal to 0.133 for perspex with a 20 x 20 mm obstacle, 1, set accross
obstacle heights, between 8 and 20 mm in the range the narrow dimension, W, and completely spanning
I 0' < Re I 2x10. The results have auggested that the duct as schemalically shown hv Dtirao et al
the fluctuating velocity distributions meastred by (1986-a, h'.
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The results were obtained with the obstacle by Heitor et al (1984).
centered between the top and the bottom of the
duct, for a reference velocity of Uj=0.68 m/s and Estimatives of the maximum inaccuracy and
a freestream turbulence intensit', of 67. The precision associated with each measiirtemenit have
effects of the proximity of the wall, of ih, size been presented by Durao et al (1986-b). Systematic
of the obstacle and of the Reynolds number on the errors due to non-turbulent Doppler ambiguity and
wake-flow have been discussed by Durao et al velocity bias effects are small and the largest
(1986-a). Measurements obtained in the tunnel statistical (random, errors were of 0.5 and 3%,
without the obstacle have shown that the flow was respectively for the mean and variance values,
symmetric and that the wall boundary layer aroird according to the analysis referre,! by Yanta and
the region where the obstacle was located, was 15 Smith (1978) for a 95% confidence interval.
mm thick.

The concentration of the natiral I ,-occuriug
The origin of the axial, X, ziod vertic.I, Y, scattering centers in water, which give rise to

coordinates in the duct is taken at the centre of Doppler signals, is such that the probability of
the upstream face of the obstacle, finding more than one particle in the measuring

volume of the anemometer is negligibly small:
Flow visualization has been conducted by hence the occurence of Doppler signals is a

injecting at the upstream face of the obstacle (at discrete, rather than a continuous process. This
X-0, Y-0) fluorescein-sodium, a fluores(ent dye fact eliminates power spectrum aliasing but limits
found to be an ideal tracer fluid for 1he present the spectral analysis of the velocity
application. Fluorescein-sodium is soi:,ble in characteristics, once fast Fourier transform
water, is used in small concentrations such that methods cannot be directly used. Several methods
density differences are negligible and the have been proposed for spectral estimation of l.DV
contamination of the water with the colour of the information (see, for example, Srikantaiah and
fluorescein-sodium dye is slow, so that a good Coleman, 1985; Lading, 1985; Saxena, 1985) and the
contrast could be maintained without frequent procedure adopted here has consisted in frequency
replacement of the water in the system. The flow analysing the output of the counter after to be
was illuminated by a sheet of laser light obtained digitized, transfered to the memory of a MicroVAX

S by using a cylindrical lens to spread the laser TI computer, and sampled at a constant frequency
beam. The light source was a IW argon-ion laser in of 2KHz, using linear interpolation between the
the 488 nm line, under which the measurements. This procedure requires a mean
zluoreqeein-sodium fluoresces a bright sampling rate at least three times the Nyquist
yellowish-green. Vinualisation using air bubbles rate and, as also discussed by Saxena (1985),
as tracer particles ,;a3 also been performed using limits the frequency range for spectral analysis
a similar illuminatrin system. but is considerable better than the

sample-and-hold technique. Adrian and Yao (1985)
Velocity was measured by a laser-Doppler have shown that holding results in missing high

velocimeter operated in the dual-beam, frequency Information, i~ith a low pass filter
forward-scatter mode with sensitivity to the flow frequency equal to the mean data r-te / ? 9nd
direction provided by light-frequency shifting that the attenuation is L ut 10% at a frequency
from acousto-optic modulation (Bragg cells). The equal to one-twentieth of The data rate. In the
resulting frequency shift was normaly set at 700 present study the data rate varied between 200 and
KHz. The principal characteristics of the 2000 Hz and, therefore, is high enough to avoid
laser-Doppler velocimeter, in particular those of biasing errors and render the analysis valid at
the transmitting optics, are summarized in Table the low frequency range of interest here (i.e.
1. about 511z).

TAK.E I
PRINCIPAL CHARACTEMISTICS O flE LAMLDCPPLE5 VELOINEVER Two pro( echres have been used to quant i fy I lie

relative cont uibit io-s if the turbulert and the
periodic, non-turbulent, motions to the total flow

-15 W (nominal) He - Ne lase; wavelgth: 632.8 rm field. First, the velocity fields were decomposed
-foml muth of ftcusiM lens 300 m into a sum of mean, periodic, and random velocity
-bs dimer, ate-

2 
intality, of]1, 1.lAm components, as described by Yeh et al (1982). For

- mumurhalf-nle of betinteretion (inair) 4.81P a component 1 (t)
- c1calated hflf-a of es ntersect.io (in water) 3.610

- frlnge qparat (li.e pair q~iM) 3.77 Um
- calculate dimminmi of inaarg wlulm, st e72  Ui(t) = 1i+-4 upi sin (27ftf4)) + ui(t ) (1)

itensity, (ma or and mlno axis of ellipsoid in water) 3.489; 0.220 Am

-vm ndintar~.~f tant 0.2650 lz/ 
-

1
)

u where Ui is the mean velocity, up, the rms

amplitude of the velocity component occuring at
The light scatterd by naturally-occuring the first harmonic, f, of the vortex shedding,

centres in the water was collected by a 1ens with a corresponding phase of 4), and u'(t) is the
(focal lenght of 200 mm) and focused onto the remrining turbulence velocity. Higher harmonics of
pinhole aperture (0.3 mm) of a photomultipller the periodic flow have not been detected. Second,
(OEI, type LD-0-811) with a magnification of 1.55. digital band-reject filters were used. Chebyshev
The output of the photomultiplier was band-pass filters of 7th order (e.p. Sendat and Piersol,
filtered and the res,,ltinp. signal pio uesed by a ')71 ) were chosen with an nt ienuation of 100dB at
Sboratory-built frequency counter, as desc:riled :he predominant ftequency, f, and of 3dB at f±lHz.
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The accuracy of the variance of the filtered The visualization experiments of figure l(a)
sitals is limited mainly by the mean data rate and show a large amplitude vortex-street wake as a
the finite sample size and is estimated to be result of the mutual interation between the top
within 9% of the maximum values measured, and bottom separating shear layers. It is

postulated by Gerrard (1966) and discussed by
3. EXPERIMENTAL RESULTS AND DISCUSSION Bearman (1984) that the vortex continues to grow,

fed by circulation from its connected shear layer,
Part of this study was devoted to observing until it is strong enough to draw the opposing

the periodic flow structure behind the squared shear layer across the near wake. In figure 1 the
obstacle which might, at least qualitatively, interaction between one shear layer and the vortex
explair the vt:: ex sfheddirg mcchanism. forming on the opposite side of the wake is

clearly seen. The streaklines of figure l(b)
(a) identify the accelerating flow upstream of, and(a around, the obstacle, the recirculating flow

behind the obstacle and the development of the
wake flow far downstream.

The important features of the time-averaged

flow are summarised by the distribution of mean
flow streamlines and the turbulent kinetic energy,
discussed in detail by Durao er al (1986-b) and
shown in figure 2(a) and (b).

b ): 1'. _: _. 
+ 

_.

-- (a)

0 .

-3-

Figure I - Visualization of the flow around Figure 2 -The time-averaged mean and turbulent
the obstacle for Re=f4000. flow ficld lor Re=14000.

() Flow v i;ual ization by in ject in (a) Mean Ilow streamlines. To = fo C(y)dv
a solIut ion ), f [I Itiore c e ini-!. il , - zl u h o { 'h...a, Ij tim.

.'iI t I( i pst l) trvain I;i(i o , lhr.in I.rl l 78mm.,, l ll iI l tl h b

(,,I X-C, Y=O).. .. 08 11

(b ) I h,.w t: ., i/ lt i"11 '11,, , l ibb los 1(h1 l : ir ih 1 o f rht I , ci iuh l lt k incil it
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X/1113. 25 (A /J =0. 65 at stagnat ion).

Figure 3 shows a characteristic digital
si ectr.',l analysis of I.DV daia (at X/,-,Y/ii=O).,md
(-oimfl emrs i h(i ommul lIntI i' m, a.t it, e o f t fic presu It
flow with a predominant fteqmencv of 4.7 ilz for~Re=14O00I,

-i IolJi i

Figure 2-( ) Iistribu.mLoi ol Lurlulm.L., m imiii,, ,p,

The stream function was defined considering
the flow two-dimensional, which is a particularly 1.0 10.0 15
good approximation at the central plane of the f(HZ)
channel, where the measurements were made. In
general, the flow accord with previous separated
flows with a free stagnation point. Figure 3 Digital power spectra of normal

velocity fluctuations in the
* The distribution of the turblcnt kinetic

energy, k, was calculated on the basis of local centreline of the wake flow for
isotropy, i.e k= /4(u-

7
+
-
'L ) The countours Re=14000. X/H=5; Y/H=0; V/l, =1;

reveal distributions which are qualitively similar f
to those in the confined arrangements of Fujii et z
al (1978), Mckillop and Durst (1986), Taylor and -'e corresponding f ise-resolved ourpul of the

Whitelaw (1984) and Yeh et al (1982) and in the counter over 4 seconds is shown in figure 4(a)
unconfined flows of Durao and Whitelaw (1978) and after to be linearly interpolated and sampled with
Durao et al (1984). The shear layer surrounding a frequency of 2Kliz. The signal follows a "noisy"
the recirculation bubble is a region of intense sinusoidal wave with a corresponding bimodal
velocity fluctuations: the level of turbulent probability density function, shown in f iiure
kinetic energy rises as the downstream distance 9(a).
increase, with maximum values around the reverse
flow boundary at the stagnation zonez -the Band-reject filtering of the measured signal

individual stresses are anisotropic in that 2 is centered at the predominant frequency, have
largest close to the rear,.stagnation point, while allowed to decompose the turbulent fluctuations
the highest values of U' lie along the curved from the periodic oscillations. The former are
shear layer. shown in figure 4(b) and are characterized by a

near-Caussian probability density function, figure
Comparison with the flows listed above 5(b), with the mean value of the total flow but

indicates that the magnitude of the peaks are with a variance 377 of that of the measured
significantly higher than those reported in signal.

non-periodic turbulent wakes; on the contrary, the
values are similar to those reported by Yeh et al This analysis has been extended to the whole
(1982) and, for example, Bradbury (1976), and flow field and figures 6( }and (bL-how the
explained as the result of vortex shedding. Also, centreline development of and v , both
the structure parameters calculated by Durao et al measured and filtered using the two procedurts
(1986-b), such as v'vi R , an d v/ , defined previously, together with the distribution

show that the shear stress io rime present of the meain axial velocity. The variance of tline
near-wake flow is hig her than that in non-Iuriomic mnd reject filturmI signal of the nomal vehmmulI
turbulent shear layers and suggeat Im ei nmom, fi mit luctuations, , is consistentlv lowe,- than
of local periodic os lila ions. thati of tfimt mirileit fluctations ducomposned fmom

n slime wave iecause of the Iitige atftimuation of
The distribution of the levels of meas,,red the former in tIe band f*-llt7. Nevertheless, the

anisotropy is shown in figure 2(c). The anisotropy agreement between the two filtered curves reveals
of the Reynolds stresses is particUlariv high the well defined sinusoidal signals measured for
along the separating shear layer, with maxima at the normal velocity.
the plane of the downstream face of the obstacle,
where /um/ /V-= 2.2 at Y/= (0.875+0.025). The The time-resolved axial velocity
measured turbulent anisotropy on tJOc reline is fluctuations, U(t), exhibit compaiatively low
also high, reaching a value ofAmt is =0.65 at intensity peaks in the power spectrum and badly
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defined sinusoidal signals, such that onlN the r/U'' ' ) on Ihc. ccnteri ne has a maxi mum va I
band reject filer could he used to dtecomponse the of 0.7 in tiompari sun with 0.4S of the measured
turbulent and the periodic axial flows, signal.

0.69 1.00

VMt
rn/s

-0.01 0.50

-0 . 7 1 " 0 .0 0 . • I , . • , , . . --..0 1000. z00O. 3000. 4000 "l.10 0.1 -0.10 0.37 0.5

t (ms) V (m/s)
0.69 1.00

V(tM
rn/S

-0.01 - 0.50

(b) 
1/ /7

-0 . 7 0 00

.0 1000. ZOO , oo0. oo -08b 04 o,0J 0.0 0.5
t (Ms) V (M/s)

Figure 4 - Time-resolved normal velocity Figure 5 - Histogram of normal velocity

fluctuations at XIH=5, Y/ll=. fluctuations at XIH=5, Y/H=O.

(Flow conditions of Figure 3). (Flow conditions of Figure 3).

(a) Measured signal (a) Measured signal

(h) Filtered signal (using a (b) Filtered signal (using a

band-reject filter rentered band-re ect filter centered

at th predominant freq(uency). -t the predominant frequency ) .

Figure 7 shows vi r t i-i profi les f

I I I ered and c, iisu i(d noo mnia I and slh .ani st ivs s
In general, 1 he results show that lie downstream of the stagnation point, at X/H=?.5,

filtered dtstributirns of u' and ,.' reveal the and agrees with the above analysis: the
same trends of the measured signal with the qualitative trends are maintained but the filtered
maximum values located in the same points, bur variances are lower. In particular, the peaks in
with lower values, respectively about 

3
07 anrd 657. fi filtered profiles of u' are still located

for the normal and axial velocity fluctuations. As around thr. separation streamline and are
a consequence, the anisotropy of the filtered associated with the maximum transversal gradients
Reynolds stresses has decreased substantially, as of I1 but are about S3% of the mensured values. It
shown in figure 6(c): turbulence anisotropy (i.e. is interesting to note that in the context of the

405



I

1 .2

I 

0 2 , o.zME ...... ..

-D:j [- - ,:o0.

-2 - i2 3 5 3 7-2 - 2 3 - 5 6

X H X H

(h)
0.
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SFi)ure 6 - Centreline distribution of velocity

S- " claracteristics. Re=14000
i " (;i) Axi;l velocity: 0v t/ 0

21 u'/ measured
rlu 0

Au"_ / 0 2 filtered (band- reject)

(h) Normal velocity:Oj v"/U 0
2 

measured

0 2 -- 0f 2 filtered (band-reject)

"- - £ OQ v'/1 0' ' 1(11l1~~M v I rom site

5..wave, as in equation I' i'
C t - (c) Turbulence anisotropy:, _ -: 2 3 5 -S 7l r ,7-1/ ', wa,<s,, od

A/ H , ' I/v'' ilurcd tluand-rejet
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half profiles). Re=1400O

u(a) Axial velocity: 2 /U 
2
measured

( a A x a e l c t : j /1 0 f i l te r e d (b a n d -r e j e c t )
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a v'
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/ii" decomposed from sine

wave, as in equation I
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analysis reported by Durso et al (1986-_ , the of both turbulent and periodic oscillations.
maximum filtered values of :4 and v' are
imilar to those reported in non-periodic 9 In the zones characterized by the highest
turbulent wakes, for example by FuJili et al velocity oscillations the energy associated
(1978), Mckillop and Durst (1986) and Taylor and with the turbulent fluctuations is about 40% of
Whitelaw (1984). the total energy. The turbulent profiles of

r , and u'v7 exhibit the same trends of the

measured quantities with the maximum values
The decrease in the values of the filtered located in the same points, but with values

turbulent energy relative to those measured is respectively about 65%, 30% and 40% of the
associated to a comparatively large variation time-averaged measurements. The levels of
between the measured and filtered shear stress, turbulence anisotropy are smaller than the
The peaks in the filtered profiles of are measured ones, with maximum values in the
about 40% of the measured ones, and have the order centreline about 0.70.
of magnitude of the values measured by, for
example, Durst and Mckillop (1986). a In general, the experiments reported here

quantify the relative importance of the
turbulent and non-turbulent motions of the flow

At the location of maximum shear stress, the arou n to dmn on a l b of- o s.

correlation coefficient Run decreased from 0.54 to

0.47 and the ratio between filtered shear stress ACKNOWLEDGMENTS
and turbulent kinetic energy is 0.31 and,
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ABSTRACT defined by the following integral fI .(k.) dk, -

.0
In this paper, k,

"  
spectral law is examined

using the experimental data from fully-developed In spectral formulation of turbulent shear flow,

pipe, boundary layer and diffuser flows (Here, k, Tchen (1953, 1954) distinguished cases of resonance

denotes one-dimensional longitudinal wavenumber). and no-resonance between the primary and turbulent

The type of pressure gradient present in a wall- motions. In the presence of resonance, or strong

bounded-flow has been found to play a controlling interaction between the mean and fluctuating flow

role on the presence and extent of k,
-
' spectral fields, Tchen reasoned that viscous dissipation was

law. Furthermore, it has been observed that the almost balanced by the production of turbulence

theoretical ideas of Tchen (1953) and Panchev kinetic energy due to the presence of high mean

(1969) are not met in all wall-bounded flows, shear, leading to the following well-known

Moreover, the model proposed by Perry and Chong functional form % E(k) - k'c/(% dU/dy). where f

(1982) has been found to be consistent with denotes dissipation, U is the mean velocity, y is

experimental data in some respects, although the distance from the wall, E(k) and k are three-

further modification of the model is needed to dimensional energy spectrum and wavenumber,

fully corroborate the experimental results. respectively, and x is the constant of

proportionality. Heisenberg's eddy viscosity
1. INTRODUCTION

formulation has also been used in the previous

Detailed description of the kinetic energy derivation. On the other hand, if there is no

distribution from low to high wavenumbers of the resonance, or interaction between the mean and

fluctuating velocity can be obtained from the fluctuating flow fields, Tchen expected viscous

turbulence kinetic energy equation cast into the dissipation to have the same order of magnitude as

spectral form. Among the ranges of the turbulence the turbulence kinetic energy transfer. The

kinetic energy spectrum in shear flow, the inertial following form is obtained for this case : E(k) -

subrange of the universal equilibrium range and the [4@/(3x)] t/3) k(S/a) . Hence, Tchen concluded that

presence of k, 4 
/
1
)  

spectral law have been k-1 and k '
/
31 spectral laws governed the non-

extensively explored. A brief review can be found viscous subrange of the equilibrium range. These

in Azad and Hummel (1981). In this paper, k,
-
' laws were present either successively, or either

spectral law of the longitudinal fluctuating low without the other one, before the viscous

velocity in the mean flow direction, u, is examined subrange began.

using the data from three wall-bounded shear flows,

namely, pipe, boundary layer and diffuser flows. By using the eddy viscosity coefficient of

Stewart and Townsend (1951), Panchev (1969)
addition, the ide:: of Tchen (1953.1954), obtained parametric solutions of the spectral

Podnghv 196 i nd ry and Chng (192) in

modelling nd interpreting one-dimnsion1 energy energy equation in an attempt to connect the

spectrum 90k,), are evaluated. Here, E,(k,) is asymptotic solutions of Tchen. His solutions
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k indicated that for smail values of the shear 140 < y, y/R < 0.14 defined the region of k,''

parameter m, (-5/3) power law was present without spectral law, which is given as the "logarithmic"

(-1) power law (m - &U/by / (s )-'/, v - or "turbulent wall" region by both Abell and

kinematic viscosity). k,
"  

spectral law appeared Henbest. As can be observed from the respective

in his solutions as the value of m increased, and expressions for u'/u* , Perry and Abell (1977)

the region of existence of the k,
-
' spectral law suggested that A - 0.8, whereas Henbest suggested

increased with increasing m. Furthermore, his that A - 0.9 in the following equation for k,'

results indicated that the inertial subrange would spectral low : E,(kj)/(yu1) - A/(ky). In recent

disappear for large m. In homogeneous shear flow, papers, Perry and Chong (1982) and Perry et el.

Panchev derived the following expression : m . (1986) modelled the E,(k,) spectrum through

(Cv) 4' ' 
2
/u* , where C - dG/dy, u5 is the friction considering non-viscous vortex formation in

velocity (u, - to /p, T, - mean shear stress at the potential flow.

wall, P " fluid density). He modified this
2. EXPERIMENTAL SET-UP AND PROCEDURE

expression to get m - Iv/(xyu*)] 
1

/'), where x -

0.41, in the presence of the logarithmic law of the For the present study, fully-developed pipe flow

mean velocity (Panchev, 1985). was obtained in a pipe of inside radius 0.051 m (R

- 0.051 in). and length 8.05 in. The first one

Another interpretation 
of the flow in terms of

diameter length , D, from the inlet to the pipe was
the shear parameter m can be found in Rottass work

6 used for pasting #16 sand paper for tripping, as~~~~(1962). Rotts concluded that the degree of rcmedd by Keaotad ih 15)

anisotropy would increase with increasing m values. recom men ts wer eta n a n d Di ehl (1 o)

Furthermore, for local isotropy, he estimated the

i tthe exit of the pipe, as suggested by Preston
condition to be that m be less than 0.01.

(1950). Although any length greater than 70D from

Ck
" 

spectral law, as well as k, '5
/
3 spectral the inlet to the pipe is empirically considered to

law, can also be obtained through dimensional be sufficient for fully-developed pipe flow, an

arguments, as demonstrated by Hinze (1975), Koder entrance length of 79D was used in the present

and Yaglom (1984), and Abell (1974). From an study, and was found to be adequate for fully-

examination of seven sets of experimental data of developed condition. As shown by Dang (1986). this

different workers, Kader and Yaglom concluded that conclusion was reached from comparison of up to

the following equations should constitute the fourth order moments of all the fluctuating

spectral laws E,(k,)/(yu') - 0.8(k,y)' , and velocity components at 79D with those measured at

E,(k,)/(yu1) - 0.9(ky)
(
'
S
/3

)
. The experimental 90D. For the present study, the pipe Reynolds

data presented by Kader and Ysglom corresponding to number was 140,000 based on the mean centerline

these two lines appear to intersect at about kiy - velocity and pipe diameter. The friction velocity,

1.0 .uc, at the measuring station was approximately 0.84

m/sec.

Abell's formulation (1974) of Wc
"
' spectral law

was based on his observation that his pipe flow Secondly, a boundary layer of thickness 0.046 m

spectra were independent of the wall distance in a (6 - 46 mm) was grown on the smooth inner surface

region defined by the limits y' > 100 and y/R < 0.1 of a pipe of inside diameter 0.270 m. The boundary

where the spectral data collapsed (Here, y' - yu* layer tripping and thickening was obtained by

/ /P and R is the inside pipe radius). In addition, pasting the first one pipe diameter length, 0.270

Perry and Abell (1975). and Abell (1974) suggested m, of the pipe with #16 sand paper, as in the case

that the region of k,
-
' spectral law coincided with of the fully-developed pipe flow set-up. The

I the region of logarithmic law of the mean velocity measurements presented here were made at 2.27 m

and constant ul/u,(u' - Tull'
/ ) ) 

in the pipe. from the end of the trip. The Reynolds numbers for

However, Perry and Abell (1977) later attributed this flow were 23,000 and 2,730, based respectively

having constant u'/u,* region to the pipe flow in on the boundary layer thickness and momentum

their experiment not being fully-developed, thickness, and on the local free stream velocity.

According to Henbest (1983), the region given by The friction velocity at the measuring station was
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0.32 m aset, the same for different transverse positions, if the

above spectral law is valid at those locations. In

a ie flOw, all y increases, the corresponding

present study, of length 0.72 m and solid angle 8.

spectra peel off from the region of collapse at

This diffuser has an inlet diameter of 0.102 m, and

higher vavenumbers. In contrast with the region of

outlet diameter of 0.20 m, thus giving an area

ratio of 4:1. The diffuser was fed with fully- collapse where ki
"  

spectral law exists, the

peeling-off is wall distance dependent. Hence, the

developed pipe flow for the measurements presented

lower limit of the k,'' spectral law range shifts

here. The two locations chosen 
for the measurements

to higher non-dimensional wavenumbers as the
were at X0/D - 0.59 and 4.13 *where Ito is the

distance from the wall increases at a given

distance from the inlet to the diffuser along its

horizontal (or, equivalently, axial) position in

wall, and D is the pipe diameter. As in the case of

the flow. Consequently, the range of k,' spectral

the fully-developed pipe 
flow, the Reynolds number

law in terms of non-dimensional wavenumbers
of the pipe flow at the inlet to the diffuser was

decreases with increasing wall distance; whereas

140,000. The friction velocities 
at Xo/D - 0.59 and

the upper limit of the range of kl
-
' spectral law

4.13 were 0.64 and 0.22 rn/sec. respectively.

appears to be fixed according to the experimental

Pressure measurements were obtained with four results (kly - 1.0 in pipe and boundary layer flows

different manometers : an inclined manometer (Air with favorable and zero pressure gradients,

Flow Developments, Ltd.), a combist micromanometer respectively; kly 0 1.0 in the presence of adverse

(Bradshaw, 1965), Hero and Betz micromanometer%. pressure gradient, however, a fixed upper limit

For turbulence measurements, boundary layer type still exists, as will be shown) .

hot-wire probes (DISA 55P05) were used that have In the present work, first, near wall spectral

approximately 1.25 mm sensitive length and 5m~data for 0.5 mm S y S 15 mm from the fully-

diameter, along with a DISA 55M01 hot-wire
developed pipe, boundary layer and diffuser flows

anemometer, DISA 55M25 linearizer and DISA 55D35

RgS meter. Spectra of u were measured using Krohn- were plotted in the following two forms

Hite 3550 filters. For all hot-wire anemometry EI(k)/(yuA) vs. kiy , and kiE,(kq)/u,) vs. ky

Then, these spectral plots were examined using themeasurements, the position of the probe closest to

the wall was 0.5 mm from the wall in order to avoid previously mentioned two criteria. From these

the effect of wall proximity on the hot-wire plots, only those results that indicate presence of

signal, in accordance with Azad (1983). k.
i 

spectral law were chosen to be presented here.

Due to page limitation, one example of the second

The friction velocity was measured using Preston form of spectral plot is given.

tubes, and cross-log plotting. The Preston tubes

were calibrated in fully-developed pipe flow. The As seen in Figure 3 of Azad and Kassab (1984),

values thus obtained were within 3% of those the extent of logarithmic law for the mean axial

obtained using Patel's calibration (1965). For the velocity, U, in the present pipe flow for

diffuser flow, the correction of Frei and Thomann Re-140,000 can be taken to be within the following

(1980) was used. limits : 30 < y* <500 . The pipe flow spectra that

indicate presence of k,' spectral law are given in

3. EXPERIMENTAL RESULTS AND DISCUSSION Figure 1. The two sets of data presented in this

In t efigure correspond to y" - 183.1 and 287.7 (y/R -

7n the present work, two criteria are uaed to

decide on the presence of k,-' spectral law in any 0.07 end 0.11), respectively. In addition to! having the correct slope, these two sets of date

one-dimensional spectrum E,(k ) of the velocity

fluctuation u in the direction of the mean flow.Fher

First, non-dimensional (k,) spectra are expectedproportional to (ky). Furthermore,

to vary inversely with non-dimensional wavenumber

within the region of validity of k,
"
' spectral law

E,(k,)/(yu1) - A/(ky) . The second criterion represented by the following two lines

is that the constant of proportionality, A, must be E,(k,)/(yu,) 0.B/(ky). and E,(k.)/(yu,)
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0.9/(ky)(6/3). These lines appear in similar y, y < 4.6 mm. Similarly, the range given by

plots throughout the present paper. Moreover, as Nenbest, 140p/u* < y < 0.146 , correspond to 6.94

seen in Table 1, the value of the constant of mm < y as the lower bound, and y < 6.44 mm as the

proportionality A in the spectral equation for k 1i upper bound. Hence, the upper and lower limits of

spectral law, E,(kO)/(yu.) - A/(ky) , or the expected range of kW1 spectral law in the

equivalently, kZ,(k,)/ul - A , is approximately present boundary layer appear to overlap according

0.9 for both sets of spectral data given in Figure to both of these predictions. As a result, k,-'

1. The values of A listed in Table 1 were spectral law would not be expected to be seen in

calculated tor each position by first selecting the the spectral plots. However, as seen in Figures 3a

range of ki
"
I spectral law from the corresponding and 3b, there is a definite region of kl

"
' spectral

k,,(k,)/ul, vs. kly plot, and then confirming this law at y - 5.0 mm (y" - 100.9, y/6 - 0.11) . As

range from the plot of £,(ki)/(yu ) vs. kly for given in Table 1, the corresponding value of A is

that position. about 0.9.

In Figure 2, two sets of spectral data from In Figures 3a and 3b, one set of spectral data

Abell (1974) are given. These spectra were chosen in boundary layer flow obtained by Klebanoff (1955)

to be at the same y* value of about 150, but at the that is applicable to ki
-
I spectral law is given

minimum and maximum Reynolds numbers of 80,000 and along with the previously mentioned set of data.

260,000, respectively, that Abell had obtained in For the present boundary layer, the Reynolds number

his experiments. In spite of the increase in based on boundary layer thickness, Re& , was

Reynolds number by a factor of about three, the 23,000, and the Reynolds number based on momentum

lower end of the ki
-
I spectral region shifts to thickness, Ree , was 2,730; whereas for the

lover aveenumber values by only a small amount in boundary layer reported by Klebanoff, the values of

the case of the higher Reynolds number. Re& and Re 9 were 67,742 and 7,400, respectively.

Consequently, the spectrum with the smaller Hence, the present boundary layer and corresponding

Reynolds number peels off of the line of spectral data represent a lover Reynolds number

91(k,)/(yu ) - 0.6/(kiy) at a slightly higher value case, in comparison with the boundary layer

of kly than does the spectrum at the higher reported by Klebanoff.

Reynolds number. Hence, the effect of Reynolds As indicated by Figure 3a, the spectrum of the

number on the range of k,
"
' spectral law cannot be present boundary layer peels off from the k,

"
'

concluded from these data, since the observed spectral law region before the higher Reynolds

change is small enough to be within experimental number spectrum of Ilebanoff. Hence, the lower end

error. It must be noted that all the pipe flow of the k 'slpectral law region of the latter

results presented here are for "high Re" pipe

flows. By "low Re" in pipe flow, Reynolds numbers values than does the lower end in the formervalesu than ds thelgh lower av tenfomber

in the order of 10,000 are meant, in accordance
spectrum. As a result, the spectral data of

with Petel and Head (1969). Therefore, a conclusion
Klebsnoff being at higher Reynolds number, have a

could be drawn for the effect of Re on the range of

larger range of ki
"
' spectral law than do thekC

-
' spectral law in pipe flow only if spectral

spectral data from the present boundary layer. it
data of low velocity fully-developed turbulent pipe

flow were to be compared with the results presented must be noted here that the early peel-off of the

hspectrum with the lover Reynolds number is actually~here.
even more pronounced in Figure 3a then it appears

As seen from Figure 1 of Azad and Kassab (1984), to be. The reason is that the tvq sets of spectral

the logarithmic region of the mean velocity in the data compared are not for the same y' value.

present boundary layer flow extends roughly between Ordinarily, for the same Reynolds number, the peel-

y" - 30 and y' - 200 . Purthermore, the range given off of the spectra from ks
"
1 spectral law region

by Abell for the presence of ki
" I 

spectral law, would be earlier for higher y* values. However, in

i.e. 100p/un ' y < 0.18 , corresponds to the Figure 3a, the spectrum that peels off earlier is

following dimensional range in this flow: 4.95 mm < at a lower y" value than is the spectrum that peels
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off later. Hence, the increase in Reynolds number of the mean velocity observed in the present

reverses the order of peel-off of these two sets of diffuser is in agreement with Bradshaw and Gales

spectra. Furthermore, it must be noted that the (1967) who expect the logarithmic region to vanish

peel-off of the spectra with increasing Reynolds for a between 0.01 and 0.04.

number is consistent with the observation of
At Xe/l - 0.59, the range of k1 "' spectral law

increased eddy hierarchy in the flow with Reynolds predicted according to Abell, gives the following

number (Head and Bandyopedysy 1981, Perry and Chong
dimensional range :2.49 mm < y < 5.5 mm ;whereas

1982). Since the peel-off of the spectra has been~the range predicted according to Henbeat is as

attributed to increased hierarchy by Perry and follows : 3.49 mm < y < 7.7 mm. However, in

Chong, Reynolds number increase, must also cause neither of these ranges could ki
- I 

spectral law beoneiterd of ted iie range l , setal law b

peeling-off of the spectra by causing hierarchy to
observed. Instead, a definite range exits at y

increase.
1.0 mm and 1.5 mm , corresponding to y* - 40.13 and

The difference between the two types of non- 60.18, respectively, and to y/Ro - 0.02 and 0.03,

dimensional spectral plots can be observed from respectively, as shown in Figure 4 (Here, Re

Figures 3a and 3b. In Figure 3a, the non- denotes the local radius at a given axial position

dimensional wavenumber range of ki-' spectral low in the diffuser). In addition, the date appear to

in the boundary layer data of Klebanoff is about be "shifted" with respect to the empirical line

1.3 cycles. However, the same range can be defining ki
-  

spectral law, E,(k,)/(yul) -

estimated to be less than one cycle from Figure 3b. 0.8/(kty) of Kader and Yaglom. As indicated by the

'Hence, an error bar was calculated for the data of corresponding values given in Table 1, the value of

Klebanoff through matching these two figures. if the constant of proportionality A for these

A the range of ki
" v 

spectral law -obtained for the positions is about 2.0 instead of 0.8. The

spectral data of Klebanoff from Figure 3a, 0.06 < resultant spectral equation, E,(k,)/(yu1) -

ke < .0, is marked In Figure 3b, then the 2.0/(ky), is given by the solid line in Figure 4.

experimental poirt- Df the data of Klebanoff that
Along with the spectral date from the previously

remain within this wavenumber range but are not on
mentioned two radial positions, one of the four

the empirical line of eEl(k,)/uA 0.8 , represent
spectral date sets of Samuel and Joubert (1974) is

the error in the experiment. Assuming that the also given in Figure 4. This set of data of Samuel

error bar has the same width above and below the
and Joubert had been taken at 2.38 m from the first

nomiale value, the empirical equation that best
static pressure tap in their boundary layer tunnel

represents the spectral data of Klebanoff in the and y" * 66.7 (equivalently, y/6 - 0.025) in an
region of k,-' spectral law becomes, kj~j(kj)/u1 I

adverse pressure gradient boundary layer. In the

0.810.1 1.

corresponding spectrum, a similar "shift" can be

in the diffuser, two axial positions were chosen observed. In addition to having two-dimensional

to test for the presence of k,' spectral law, X*/V geometry, the adverse pressure gradient boundary

- 0.59 and 4.13. The reason for choosing the first layer of Samuel end Joubert differs from the

axial position was that the logarithmic profile of present diffuser in two more main aspects. First,

the fully-developed pipe flow at the inlet to the Samuel end Joubert report much lower pressure

diffuser disappears by X0/ = 0.59 as shown in parameter values than those encountered in the

Figure 5 of Azad and Kassab (1984). The second present diffuser. For the two horizontal locations

axial position was chosen because the logarithmic at which their spectral data had been taken, a -

region of the mean flow is recovered by Xo/l - 0.0004 and 0.0021 are reported; whereas in the

4.13, as seen in Figure 7 of Asad and Kassab present diffuser, a - 0.03 and 0.12 at Xe/D - 0.59

(19S4). The mean flow properties of the present and 4.13, respectively. The higher of these two

diffuser are discussed in detail in Trupp, et &l. pressure parameter values reported by Samuel and

(1966). Moreover, at XO/D - 0.59, the value of the Joubert, a - 0.0021, corresponds to the horizontal

pressure parameter a, defined as a - ,dP/dx/fpu1), position at which the spectral data given in Figure

was found to be 0.03: whereas at X*/D - 4.13, a was 4 had been taken. Hence, the boundary layer

0.12. Hence, the behavior of the logarithmic law reported by Samuel and Joubert represents a case of
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"mild" adverse pressure gradient in comparison with present pipe and boundary layer flows,

the present diffuser. Secondly, whereas the respectively. This shift in the spectra is similar

adverse pressure gradient in the present diffuser to the shift observed in the spectral plots given

decreases with axial distance. dlP/dx
2 

< 0.0, for in Figure 4 of the present diffuser at XO/D = 0.59

about 95% of its length from the exit, Samuel and and the adverse pressure gradient boundary layer of

Joubert report an increasing adverse pressure Samuel and Joubert. However, the shift observed in

gradient in their boundary layer, d'P/dxl > 0.0 . Figure 5 is more than the shift in the spectra

However, as indicated in Figure 1 of Trupp, at al. given in Figure 4. The value of the coefficient A

(1986), XO/D - 0.59 in the present diffuser is very is about 17.0 at Xe/D - 4.13, as opposed to A - 2.0

close to the increasing adverse pressure gradient at Xo/D - 0.59 and A - 3.0 for the spectrum of

region that exits over the first 5% of the diffuser Samuel and Joubert, as given in Table 1. This

length from the inlet. In other words, X./D - 0.59 difference must be due to the high adverse pressure

is located at the beginning of the decreasing gradient at Xo/D - 4.13 , a - 0.12, in comparison

adverse pressure gradient region of the present with the other two cases, a - 0.03 and 0.0021,

diffuser. Consequently, the spectral data at this respectively. The corresponding spectral equation

axial position which indicate the presence of k,-' with A - 17.0 is marked with the solid line in

spectral law, and the data presented from Samuel Figure S. In addition, the high adverse pressure

and Joubert appear to be similar. The gradient at Xo/D - 4.13 has negative second

corresponding constant of proportionality A for the derivative (decreasing adverse pressure gradient),

data of Samuel and Joubert is 3.0, as given in unlike the other two cases where the adverse

Table 1. Moreover, it must be noted that although pressure gradient is increasing.

there is no logarithmic region present for the mean If Figures Iand 2 of the plots of pipe flow

velocity at Xo/D - 0.59 in the pres-nt diffuser,
. spectral data are compared with Figure 3a of

Samuel and Joubert indicate presence of logarithmic

boundary layer flow, it can be seen that the upperlaw at the transverse pos'ition at which their

limit of the range of vilidity of kj=' spectral law
spectral data had been taken.

in terms of non-dimensional wavenumber kly is

At Xo/D - 4.13 in the present diffuser, ki'- approximately ky - 1.0 . Hence, the upper limit

spectral law is expected to be present within the of the range of ki'- spectral law in terms of non-

following ranges : 7.27 mm < y < 8.02 mm according dimensional wavenumbers appears to be ky T 1.0 for

to Abell, and 10.19 mm < y < 11.22 am according to the pipe ano boundary layer flows with favorable

enbeat. As seen in Figure 5, k,' spectral law is and zero pressure gradients, respectively. Due to

present almost within the expected range according the shift observed in the spectra in the presence

to the first of these two regions. For y - 6 mm of adverse pressure gradient, this upper limit is

and 8 mm corresponding to y' - 82.5 and 110.0, not valid in Figures 4 and 5. However, there is

respectively, and to y/R. . 0.08 and 0.10, still a fixed upper limit of the region of k,-'

respectively, the spectral data show inverse spectral law for a given group of spectral data at

proportionality with non-dimensional wavenumber and the same Reynolds number. Therefore, the peel-off

collapse. However, at X./D - 4.13, the logarithmic of the spectra from the line of Ei(kj)/(yu4) -

law of the mean velocity is present only for the A/(ky) with increasing distance from the wall can

* following y" range : 20 < y" < 100, os seen in still be observed at Xo/D - 0.59 and 4.13 of the

Figure 7 of Azad and Kassab (1984). Consequently, present diffuser in Figures 4 and 5. respectively.

the region of logarithmic law appears to have ben Consequently, the range of kt
" 

spectral law gets

"pushed" towards the wall. Hence, similar to the reduced with y.

"different" nature of the logarithmic law in In relation to the experimental results

cpresented in Figures 4 and 5. two other points mustprsn pi and bounary vly flos, e bothe

present pipehnd boundary layer flows, both k,'' be emphasized. First,-although the production and
and k,

€'
B
/
A
)  

spectral law regions appear to have dissipation of turbulence kinetic energy balance
been shifted in Figure 5, in comparison with the each other in the present pipe ad boundary layer

spectral plots given in Figures 1 and 3s for the flows at the locations where k,-' pectral law is
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present, in accordance with the theories of Tchen: with increasing hierarchy. Hence, these functional

the same con'dition is not met in the present forms are consistent with the experimental data in

diffuser, according to the measurements of Kassab that they show the slopes expected for the presence

(1986). Secondly, as can be seen from a comparison of k,
-
' and kil-

' /
3
) 

spectral laws. Moreover, the

of the corresponding m values given in Table 2 with peel-off from the regions with these slopes sh~its

Figures 4 and 5, low values of the shear parameter to lower wavanumbers with increased hierarchy. 'his

m and dominant nature of k11
-
5
/
1
) 

spectral law do behavior would indicate decreasing hierarchy with

not-appear simultaneously in the diffuser, as would increasing distance from the wall. However, these

be expected according to Panchev (The dissipation functional forms are not applicable tc spectral

values used in preparing Table 2 were corrected for data without further modification. The reason is

finite wire length and high turbulence intensity that, as indicated by Figures 6 and 7, the

following Azad and Kassab (1986)). resulting plots need to be shifted towards higher

wavenumbers and lower energy le.als to be able to
As expected, m values calculated using m match the experimental date.

bU/by/( c/P).) a~ nd a - [&./(xyu% )] " /1 are in

close agreement in the present pipe and boundary 4. CONCLUSION

layer flows where the logarithmic law of the mean The conclusions drawn from theexperimental data
Thelconclusionsedrawn fomwtherexperimentalsdat

velocity is present. However, in the present presented can be classified in four groups. The

diffuser, they are quite different. By X0/D - first conclusion is regarding the logarithmic law

0.59, the logarithmic law disappears despite its of the mean velcity in relation to the presence of

presence in the pipe flow at the inlet to the kI' spectral law of the velocity fluctuation in

diffuser. On the other hand, although the the direction of the mean velocity. in the pipe
logarithmic law reappears by Xo/D a 4.13, the and boundary layer flows, under favorable and zerodifference between the m values calculsted from pressure gradients, respectively, the logarithmic
these two equalities is even more than it is at law and k,

"
' spectral law appear to exist at the

X./D - 0.59. This discrepancy can be explained by ime transverse position simultaneously. However,

the fact thst according to the measurements of
the presence of adverse pressure gradient modifies

Kassab, the turbulence kinetic energy dissipation
this picture. Under mild adverse pressure gradient,at Xe/l " 4.13 is not inversely proportional to the

the flow shows the saoae characteristics as the pipedistance from the wall, as sssumed in the

and boundary layer flows regarding the logarithmic
u/oxy) ( law and ki

-
' spectral law, except that the value of

the coefficient A is different for this case, as

Equation (7.9) of Perry and Chong (1982) is will be pointed out. In the case of high adverse

plotted in Figure 6 for different number of pressure gradient, two distinct cases have been

S "observed" hierarchies, up to No - 40. Following observed. Under increasing adverse pressure

Perry and Chong, yi/y0 - 10 was used. In addition, gradient, i.e. when the second longitudinal

the constant of proportionality, and the value of h derivative of the mean pressure is positive, k,''

were taken to be unity in the previous equation, spectral law has been found to exist, without any

Perry and Chong modify this equation with a logarithmic region of the mean velocity. On the

constant multiplier to obtain a functional form to other hand, under decreasing adverse pressure

represent k,1
-
6/I) spectral law. The resultant gradient, although the logarithmic law exists, the

equation, Equation (7.12) of their paper is plotted transverse ranges of the logarithmic law and k,
-
'

In Figure 7. As seen in Figures 6 and 7, the spectral law are different.

previously mentioned functional forms for The serond conclusion is that the value of the
Ed(k,)/(yul) have slopes proportional to (kiy) '

1

coefficient A is also different under favorable.

zero and adverse pressure gradients. In the pipe

the non-dimensional wevenumber (k~y). For lower and boundary layer flows, the experiments prior to
wevenumber, both of these functions give constant 1975 indicate A to be about 0.8; whereas in the

values. The level of this constant value increes - more recent exper~mental results, including the
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present ones, the value of A has been found to be in all well-bounded flows. Consequently, this study

0.9. On the other hand, under adverse pressure points out emphatically that certain facts observed

gradient, E,(k,) spectra have been found to appear in one flow cannot be extrapolated to other flows

*shifted" with respect to spectre under favorable without thorough examination.

end zero pressure gradients. Hence, higher A The authors would like to thank Dr. S. W. Greenwood
for reading the original manuscript, and K. Tarte

values are found under adverse pressure gradient in for his technical help. The financial support for
the work by NSERC Canada is highly appreciated. 0.

general. More specifically, the value of A is even Turan and S. Z. Kassab would like to acknowledge
the University of Manitoba Graduate Fellowship.

higher under decreasing adverse pressure gradient
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5.0 0.16
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2.5 0.26
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Sterne) 2, 51-52, Oxford: Pergamon Press. 4.0 0.07

6.0 0.05

Samuel, A. E.: Joubert, P. N. 1974: A boundary 8.0 0.U0
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, close to the wall in different
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0.10 0.911,

Flow Re y" y/R r  A 0.01 I I
0.001 0.010 0.100 1.000 10.000 100000

pipe: k, y

present 140,000 183.09 0.07 0.90 Figure 1. Normalized values of longitudinal
140,000 287.72 0.11 0.90 spectrum E,(k,) in the fully-developed pipe flow.

Only the spectra that indicate the presence of k,-'
Ah.11 P0,000 150 0.09 0.78 spectral law are given. , empirical lines
(1974) 260.000 148 0.03 0.73 of Kader and Yaglom (984T7-'-y - 3.5 mm (y'183.09, y/R - 0.07) and + , y - 5.5 mm (y' -

287.72, y/P - 0.11) in the present pipe flow.
boundary
layer: 10 

0 0
,0 1 1 1

present 23.000 100.94 0.11 0.92 v •R3/I'IOS Ilk,;)

Klebanoff 67,742 125 0.05 0.80
(1955) 10.00-

Samuel-
Joubert 79,836 66.7 0.025 3.06
(1974)

'.1.00-

diffuser:

• X./D 140,000 40.13 0.02 2.12
- 0.59 140,000 60.18 0.03 1.85 i .i0

________ 0.10
Xe/D 140,000 62.5 0.08 17.11

4.13 140,000 110.0 0.10 17.65

0.01.............. I I
Table 1. Values of the coefficient A in the 0.001 0010 0.100 1.000 10.000 100000
spectral equation, Ej(kO)/(yuA) - A/(kIy), or
equivalently, k,&,(k,)/u& - A, in different flows. y
Rr denotes a reference length: namely, pipe radius,
boundary layer thickness and local radius in pipe, Figure 2. Normalized values of longitudinal
boundary layer and diffuser flows, respectively, spectrum E,(ki) in pipe flow showing the effect of

Reynolds number change. Spectral data of Abell
(1974): 0, Re - 80,000, y - 5.2 mm (y" - 150, y/R
- 0.09): # , Re - 260,000, y - 1.7 mm (y' - 148,

y/R - 0.03).
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k, y lFigure 3a. Comparison of longitudinal spectral data Figure 5. Normalized values of longitudinal
of Klebanoff (1955) with those of the present spectrum £E,(k,) in the present diffuser flo. at
boundary layer. a , Klebanoff's data, y - 3.6 mm Xo/D - 4.13. . , y - 6.0 mm (y - 82.5, y/Ro
(y' - 125, y/6 - 0.05); - , data from the present 0.08); , y - 8.0 mm (y" - 110.0, y/Ro - 0.10).
boundary layer, y - 5.0 mm (y - 100.94, y/6 -
0.11).
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Figure 3b. Longitudinal spectrum E,(k,) normalized Figure 6. Plot of Equation (7.9) of Perry and Chong
to obtain the values the coefficient A given in (1982) for different values of the hierarchy No.
Table 1. The data and symbol$ are the same as in The curves corresponding to No w 35 and No - 40 are
Figure 3a. indistinguishable within the range of wavenumbers
HN. The error band on Klebanoff's data is based on shown in the figure.
the variation of the experimental values within the
region of k,' spectral law.
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e O -100
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1000 0 #4.e 2
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Figure 4. Comparison of longitudinal spectral dataF- of Samuel and Joubert (1974) with those of the Figure 7. Plot of Equation
present diffuser flow at Xo/D * 0.59. x , data of Chong 1982) for different values of the hierarchy
Samauel and Joubert, taken at 2.38 m from the first No. The curves corresponding to No - 35 and No "

static pressure tap in their boundary layer tunnel 40 are indistinguishable within the range of

and y - 1.28 mm (y" - 66.7, y/6 - 0.025); present wavenumbere shown in the figure.

results, o , y - 1.0 mma (y' - 40.13, y/Ro 0.02),
and * , y - 1.5 mm (y" - 60.18, y/Ro - 0.03).
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CIRCULAR JET: EFFECTS OF SINUSOIDAL

FORCING AND STROUBAL NUMBER

Carlos A. Thompson

Military Institute of Engineering.

Brazil

ABSTRACT y .5:The y location which the mean

The response of mean fluctuating fields in a velocity is 50% of Uc

circular air jet is obtained using hot-wire 0.i Displacement thickness (see [9])

technique. Acoustic perturbation is introduced 6 : Vorticity thickness (see 9

* and the induced disturbance is measured and w Momentum thickness (see 9

compared with Crow and Champagne 
[i]. In 0.1

general the effects of sinusoidal forcing and Subscripts

Strouhal number are more pronowiced fluctuatingt ha Evn or c :centerline

velocity than on mean velocity. Even for

-- strong forcing amplitude the peaks of e exit

the fundamental occur at x/D z 4.0 on the f fundamental

centerline and the congruence of the mean t forced

profiles is achieved using E as the length

scale. Some mean data are also compared 1. INTRODUCTION AND MOTIVATION

with Bouchard and Reynolds [6] . Turbulent shear flow is one of the

least understood subject of the natural

NOMENCLATURE sciences. In the past two decades the

D Jet diameter discovery of large-scale coherent

f Frequency of forcing structures caused profound impact in the

H Shape factoi: (see [9]) research about turbulent flow. The

Q presence of coherent structures inQ : Mass flow

RD , R6 , Re, R6 : Reynolds numbers(see [9]) circular jet was strongly suggested by

w Crow and Champagne [ i] that imposed a

StD, St,, St@, St :Strouhal numbers controlled acoustic excitation to study

(the behavior of the mean and fluctuating

U : Mean velocity component velocity distributions near the jet exit.

u Fluctuating velocity component It was found that for low exit excitation

x : Distance in the diretion of streaming amplitude and Strouhal number of 0.30,
x : The location of the hypothetical

0 origin from the nozzle (see [9]) the fundamental component uf reached the

Y Radial coordinate largest value at four diameters downstrea

Y 0. 1 : The y location at which the mean from the nozzle. According to experimental

velocity is 10% of U techniques used the organized motions can
c

appear even at extremely large Reynolds
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number. In the fully developed region of low forcing case the fundamental component

a circular jet the incoherent turbulent is uf is compared with Crow and ChampagneEl].

not affected by an artificial perturbation.

Hussain t 2] pointed out that when the 2. EXPERIMENTAL APPARATUS

excitation amplitude is large, the Data were obtained by standard hot-

structure formation, evolution and decay wire techniques using DISA equipments.

are quite likely to be dependent on u fe The r.m.s amplitude of the fundamental
fe amplitudehiof theotfundamental

It is worthwhile to notice that the component was determined by a Lock-in-

induced or natural coherent structures are Analyzer (P.A.R. 5024). Figure 1 displays

dynamically significant and must be the schematic diagram of the flow facility

responsible for the transports of mass, and the nozzle was constructed from

momentum and heat. Even though coherent laminated wood which the internal contour

structures related to axisymmetric jet follow a cubic equation. The jet diameter

are the objects of intensive comtemporary in this study is held constant and equal to

investigations many simple questions about 10.0 cm. The contraction ratio 18:1 and

the interaction of the mean flow with the the speaker (100 watts) were used such

coherent and incoherent structures still that a high exit excitation amplitude could

remain unanswered. Hussain [ 2] be obtained in the jet flow.

proposed triple and double decompositions

to analyze each variable into the 3. RESULTS AND DISCUSSION

governing equations for incompressible

flow. The complexities of the 3.1 Mean Velocity

differential equations do not permit ansom isihtFigure 2 displays the unforced mean

analytic solution although velocity component compared with Bouchard

can be obtained from a consideration of and Reynolds 6 at x/D 0.0. It is

the energetics. clear that the effect of Reynolds number

Hot-wire and flow visualition
is small even for the forced case, as

techniques have been a helpful tools to shown in figure 3. The dimensionless mass
study circular jet under controlled

flux is plotted in figures 4 and 5 in the

excitation. Using these techniques Zaman range 0.0 . x/D 3.0 for the undisturbed

and Hussain [3] investigated circular and disturbed flow respectively. Observe

air jets subject to pure-tone acoustic that the Reynolds number, the Strouhal

excitation. They found that the
number and the amplitude of the imposed

conditions most favourable to vortex oscillations are the same used by Crow and

pairing were determined as a function ofCh m a n [ l] lt o g t esparigChampagne [1] although these

Strouhal number Reynolds number and the

investigators took the mean velocity

initial shear-layer state, i.e., laminar profiles at only 4 downstream stations

or turbulent.
Mt(Fig.5) . For the unforced case (Fig.4),

Motivated by the studies of Thompson the present research does not agree with

L 4 ] and Hussain and Thompson [5 ]about the slope dQ/dx - 0.136 Q /D (x/D < 2)

plane jet, the present work documents the a

circlarjetresonseto siusodalcalculated by Crow and Champagne [ 13
circular jet response to a sinusoidal The same discrepanciescould be detected in

acoustic perturbation, and the effects of the data Q(x) presented by Bouchard and

high and low exit excitation amplitude, Reynolds [6] (see Figs. 4 and 5).

0Reynolds number and Strouhal number on Tbe n umrz h oa

the natural coherent structures. For the
mean parameters at x/D 

=
0.0, for
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RD - 106,000, St D - 0.30 (for the forced "jet column mode" acording to Zaman and

case) and for ufe/Ue - 0.0%; 2.0%; 5.0% Hussain [87.

and 8.0%. The numbers in brackets The congruence of the mean velocity

correspond to the results of Crow and profiles for the undisturbed and disturbed

Champagne [ 1. cases confirms achievement of self-

preservation of the mean flow field (Figs.

u 6* 6 H x /D 6 and 7) . Even for strong forcing theUf/e% 0.1 60.1 0.1 6w Xo/
momentum thickness 0 seems to be a good

0 0.41 0.17 2.38 -0.29 choice for the length scale. Since there

LO.56 are difficulties in measuring the low mean

2 0.40 0.18 2.28 0.71 -0.11 velocities at the outer part of shear

5 0.4- 0.18 2.35 0.67 0.01 layer, the momentum integral scale 60.1 is

8 0.46 0.19 2.37 0.70 -0.11 used according to Hussain and Zedan F 9 9

Tab.) Summary of initially laminar free ahear 3.2 Fluctuating and Fundamental Velocity
C om ponentsa

layer data at x/D - 0.0; RD  
C

106,000; StD - 0.30; dimensions in Strong forcing amplitude has a

cm. significant effect on the fluctuating

tubulent vplncity (Fig. 8). The forced

turbulence 1t seems to have a high

( intensity component uf along the

fe/Ue(%) R* Ro( S w( centerline for x/D < 6.0; u fe/U e  20.0%;

St D . 0.30 and RD = 61,602. For x/D > 9.0
0 439 ) 189the turbulent field appears to be

independent on u and St0 . The effect of

2 426(0.0012) 187(0.001) 754(0.002) Strouhal number on the axial

5 452(0.0013) 192(0.001) 702(0.002) distributions of u, ut and uf is quite

8 486(0.0014) 205(0.001) 741(0.002) clear when figures 8,9 and 10 are

compared. For St D = 0.60 and xID >1.0
Tab. 2 - Reynolds number and Strouhal 0

the forced turbulence and the fundamental
number based un the local

have completely different shapes (Figs. 9parameters shown in Tab. 1.

and 10) which means that harmonics and
subharmonics (vortex pairing) are

Observe that, there will be initially generted by iu i ring (re

laminar boundary layers with a shape fe e

factor value H (Tab.l) close to that 5.0%). On the other hand the peaks of u
0.I and u have the same location, i.e., x/D

of the Blasius profile i.e., 2.59 f
S4.0 for StD  0.30 (Fig.8) . The same

although at x/D - 0.0 large velocity D
axial location was reported by Crow and

fluctuations were observed in the present

data (see also 7 Champagne [ 1 ] for u fe/U - 2.0% anddaa(e lo[ 7]. The discrepancies fe
St - 0.30. To investigate more closely

shown for the Reynolds number R seem to D0

6
w the behavior of the forced turbulence near

be the high uncertainties to obtain the the jet lip, 15 data points are plotted in
vorticity thickness 6 w . On the other the range 0.0 < x/D < 2.0 (Fig.9). It is

hand the values of the Strouhal numbers evident the effect of the fundamental uf

Stq at different forcing sinusoidal on the turbulence ut along x/D < 1.0.

oscillations ufe (Tab.2) agree with the Figures 11 and 12 display the axial
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distribution of u f(x) for St D - 0.30 and cases was achieved using 6 as the length

0.60, ufe/U e . 2.0% and RD - 61,602. The scale. In general the effect of Strouhal

peak of uf for St D - 0.30 (preferred mode, number, Reynolds number and the exit

[ i]) is much higher than that for St D . excitation amplitude on the mean field

- 0.60 although near the jet exit, i,e., appears to be marginal as compared with

0.6 < x/D < 2.0 the fundamental assumes the turbulent field. The value of St D=
DDhigher values for St D - 0.60. Crow and - 0.30 can still be regarded as the

Champagne [I -1 did not get any conclusion "preferred mode" even for high amplitude

about the behavior of uf near the jet lip forcing and high Reynolds number.

because only 4 data points were taken Contrarily to Crow and Champagne [ 1]1 th

along the centerline in the range axial distributions of u t and uf are far

U.0 . x/D . 2.0. to reach saturation for high values of ufe.

In order to compare the influence of

the exit excitation amplitude on the REFERENCES

fundamental uf(x), the Strouhal number 1. Crow, S.C. and Champagne, F.H., (1971),

and the Reynolds number were fixed and "Orderly structure in jet turbulence",

equal to 0.30 and 61,602 respectively J.F.M., 48, part 3, p.p.547-591.
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Fig. 1 - Jet flow facility and Fig. 2 - Unforced mean velocity at x/D

instrumentation. -0.0; 0 , present work (R D=
- 106,000); +,[6] (Rl 5,700).
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Fig. 3 - Forced mean velocity at xID - Fig. 4 -Axial variations of mass flux for
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106,000; St0 D 0.30; u fe/U e-work (RD . 106,000); *, El]
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Fig. 7 - Shear layer mean velocity Fig. 8 - Axial variations of u, ut, and

profiles for the forced case uf for RD " 61,602; StD " 0.30 and u fe

(RD - 106,000; StD  0.30; u fe/U e  
e - 20.0% (centerline)
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DISTRIBUTION OF CONVECTION VELOCITIES

AND LIFETIMES OF TURBULENCE STRUCTURES

IN FULLY-DEVELOPED PIPE FLOW.

J.C.S. LAI
+ and K.J. BULLOCK

++

+University of New South Wales.

++University of Queensland.

Australia.

ABSTRACT fluctuations may be applied to Lhe Navier-Stokes

The distribution of convection velocities equations, resulting in nine unknown correlations

of fully developed turbulence in a smooth pipe between the various fluctuating velocity

has been studied for a Reynolds number of 134,000 components of which six are independent. This

by obtaining correlations of the longitudinal is known as the closure problem of turbulence.

component of turbulence with non-zero transverse Consequently, the structure of turbulence can

and longitudinal separations at y =70 and 200. be studied via two-point space-time correlations

Three dimensional power spectral density of the turbulent velocity field which involve

functions were generated by taking Fourier three velocity components (u,v,w) with six pair

transforms of the correlations. Two estimates combinations. In pipe flow, by assuming

for the lifetime of turbulence structures have stationarity in the space (x,z) and the time

been derived, one from the spectral sheet (t) variables (defined in Figure 1), there are

thickness data, the other from the phase-shifting still five arguments in the correlation

effects of shear contained in the relative phase functions: ax( xI-x 2 ), 6z(=zl-z 2 ), lt(=tI-t 2 ).

data of the cross-correlations with non-zero y, and Y2 " If N is the number of points required

transverse and radial separations. The data to define a correlation function in any of the

reported cover a wave size range of about 20 four coordinates (three space and time) then

and substantially verify the similarity 6N5 data are necessary for a full description

hypothesis. of the two-point correlations of three turbulent

velocity components at each Reynolds number.

1. INTRODUCTION For N-20, the total number of data points

The understanding of the mechanism of required amounts to 2 x 10' . It can thus be

turbulence is fundamental to predicting and seen that description of turbulence by

improving the performance of heat and momentum multi-point space-time correlatins would render

transfer in everyday engineering situations, the interpretation of these data almost

Turbulence consists of random velocity impossible.

fluctuations and a common approach to studying Fully-developed flow in smooth pipe, being

a turbulent flow using statistical methods is one of the simplest cases of shear flow

to decompose the instantaneous velocity into turbulence, has received much attention in the

a mean velocity component and a turbulent past, for example, Favre, Gaviglio & Dumas

fluctuating velocity component. Following (1957), Tritton (1967) and Sabot & Comte-Bellot

SReynolds (1895), a time averaging process with (1973). However, the structural interpretation

time scale long compared with the turbulent of time-delayed correlations and data in the
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untransformed variables A x, Az, At, yY 2) is consistent with the measurements of Morrison

difficult. By performing measurements of the & Kronauer (1969). Cross correlations Ruu (Ax=0,

longitudinal R (AXAz-Ow,yl-y2 ) and transverse AzO,wy 1 ,y2 ) and spectra measured by Bullock

Ruu( A x-O, A z, W,y1 Y2) correlations of the et al (1978) demonstrate that low frequency,

longitudinal component u of turbulence in narrow large scale turbulent fluctuations extend over

frequency bands and by taking Fourier transforms the majority of the radial region and that these

of the correlation functions so that power components are highly corielated. By using

spectral densities are formed with frequency, a similarity variable kx y, along with a

w, and longitudinal or transverse wave-numbers, normalized wall distance y/yref' both correlation

k or k z, as the independent variables, Morrison functions, i.e., the Co and Quad components,
x

& Kronauer (1969) successfully demonstrated are shown to collapse, thus further supporting

that their data may be interpreted in the light the similarity hypothesis.

of a stochastic wave model with coordinates The wave description, if verified to be

as specified in the wave schematic diagram in valid, will therefore, reduce the massive

Figure 2. By introducing a similarity variable correlation data to one 'wave strength function'

k+y+ based on the wave number k
+ and the distance as a function of two variables (k + and kz +

+ xz
y from the wall, Morrison & Kronauer (1969) and a few auxiliary functions of one variable

were. able to collapse their turbulence data (k+y+ ) only. This implies all the properties

in wavenumber space. In particular, the of turbulence can be summarized in the power

two-dimensional power plots can be written as distribution over the power sheet and the

function of k y The objectives of this study

P(w+,k +y )-f(k+y )A(W+,kz (1) were to extend the measurements of Morrison

where f is the 'wave intensity function' & Kronauer (1969) by obtaining three-dimensional

A is the 'wave strength' spectra at y+=70 and y+=200, and

k=[kX2+kz21c ' W Y2 )

+ x /UzT)2between y 2 -50,100,200,40W and 600 and yl =100

y =yu~v w /Vfor a friction velocity uT of 0.61 m/s. Evidence
a = tan- k 1k

x z of structural similarity in the data is examined
* is the kinematic viscosity of the fluid and two estimates for the lifetime of turbulence

uT is the friction velocity structures have been derived and discussed.

and superscript + refers to normalisation with

respect to v and u 2. EXPERIMENTAL CONDITIONS

With the introduction of a correction Two experiments have been performed.

procedure which is independent of Reynolds number

and applicable to waves of all sizes, Morrison 2.] 3DSPEC EXPERIMENT

& Kronauer (1969) were also able to extend the In the first experiment, referred hereafter

similarity concept from the region where the to as 3DSPEC experiment, correlations

mean velocity profile is logarithmic down to R uu(AxAz+w+) of the longitudinal component

the sublayer regions. More recent work by Perry of turbulence u in a smooth pipe of diameter

& Abell (1975) shows that the turbulence 254 mm and length 14.675 m were generated

intensity correlates well through a similarity simultaneously in seven narrow frequency bands

variable for the region between y+-100 and at two fixed distances from the wall, namely,

y/R.O.l. The wall pressure fluctuation data y+=70 and 200, by using an automated data

of Bull (1967) and the static pressure and acquisition system which jointly varied the

velocity fluctuation data obtained by Elliot longitudinal and transverse separations of two

(1972) in atmospheric boundary layer are hot-wire probes operated in constant temperature
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mode. The pipe flow Reynolds number was 134,000 a complex quantity consisting of a Co and Quad

(based on centre-line velocity and pipe radius component, unless yI+=y2
+  

The Co and Quad

R) and the centre frequencies of the bandpass correlation functions were obtained directly

filters were 205,257,325,,409,515,650 and 819 Hz by applying a heterodyning technique to the

corresponding to non-dimensional circular hot-wire signals so that a Fourier transformation

+frequencies w of 0.0536, 0.0672, 0.0850, 0.1070, from time delay to frequency domain was

0.1374, 0.1700, and 0.2142 respectively. The by-passed. The frequencies used were 20, 60,

measurement stations were located between 52.75 110, 220,400, 550 and 700 Hz, corresponding

and 56.75 pipe diameters downstream of the pipe to u)+=0.00523, 0.01569. 0.02876, 0.0575, 0.104(.

entrance. A total of 1306 and 2551 spatial 0.1438 and 0.183 respectively. In order t

separations were used for generating the analyst the data in the waverumher qp, e. t ne

correlations at y+=70 and 200 respectively, argument of the Co and Quad cross orrelat ;,n

The corresponding maximum longitudinal have been first t ransf ormed from to he

separations are Ax+=6500 and 10500 and the transverse coordinate !z1+ through the tube radiyLi

maximum transverse separations are z= R. The resulting correlations were then Fhui ier

572.28(6.650) and 138,.22(16.5). The longitudi- transformed and normalised to give the complex

nal resolution 3x
+ 

for both y+=70 and 200 is correlation coefficient Mel with ,7 + , y And

40, corresponding to spatial Nyquist wavenumber Y2+ as the independent variables. Here '1 is:

k +=0.079 whereas the respective transverse the magnitude of the correlation toe! itiLietx

resolutions A2
+  

are 30.12 and 25.13, and il is th- relative phase betwcen !h veo ... V

corresponding to k z+O.l0 and 0.125. By taking components u at Y1
4 

and It is note'd thnt

Fourier transforms of the correlations, power when yl+Y2 , M-1.0 and 0 and wnen

spectral density functions ((kx+,k z ,) were a value of M=l.0 indicates that the wave

obtained with frequency w and longitudinal and (rins- components at the two stat ions are pere t I
verse wavenumbors, kx + 

and k 7.',as independent variables. correlated with (D being thE phas(- s hift neces, ;ir\"

to yield maximum correlation.

2.2 Re EXPFRT IENT

In the second ex)eriment, referred hereafter 3. RESULTS

to as Re experiment, cross correlations

Ruu(Lc=O, AY+ 'y 2
4

. between the longitudinal 3.1 SPECTRAL DENSITY RESULTS

component u at two points were obtained in a The longitudinal c ora, results

smooth aluminium tube of diameter 133.35 mm obtained in the 3DSPEC experiment generally

at 60 diameters downstream of the tube entrance show the same trend as those reported hy Morrison

* for the following distances from the wall: & Kronauer (1969). Contours for power spet ral
y+50,100,200,400, and 600 with 100 taken as density functions are presented tn the lorm

the reference position, thus giving a total k +k +(k + ,k + we+), with typical Ilot s being

of 0 pairs of correlations, namely, 50/50, shown in Figure 3(a) and (ib) for ii =7(t and 20t).

50/100, 100/100, 200/200, 200/100, 400/400, both being for o4=0.2142. It is obviol' flow

400/100, 600/600, 600/100. For each of these Figure 3 that the longitudinal wavenumber k +

S+ x
pairs of correlations, the following values is constrained by the frequencv w+ which has

of angular positions of one probe relative virtually no effect on the transverse wavenumher

to another were used: 0-12' in steps of 1', k 
+
. It order to illustrate the general t efect,

12' to 280 in steps of 20, 280 to 600 in steps of frequency w
+ and the distance of the wall

+

of 40
. 
The pipe flow Reynolds number was 69,000 y on the power spectra, thc s pc trL peaks

based on the pipe radius and the centre- 1Le for various 01 o re I'lotted LL FI gire . . Line s

velocity. As the correlation funr tion i of cons!tant wave size k + and constant wave anigle

nonstationary normal to the wall. it is genorally o are aiso indicated. The slopes cf the two,
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lines of best fit to the data, with correlation be proportional to y' Aw+ 
and for similarity

coefficient better than 0.97, for v +=70 and to be valid, this must be a function of k v

200 are in the ratio of 1.27 which compares and k 
+  

or alternatively, k+ y and , for

well with the ratio log 200/log 70. It is evident a three dimensional spectral function

that at a given distance from the wall, the kx kz +(kx+ ,k z w+). That is, we must have,

spectral peak moves from a smaller wave angle

at lower frequency to a larger wave angle at y+Aw+ = h(k x+Y,kzy
+
) = h(k+y+,a) (3)

higher frequency. For a given w , the spectral

peak at y+=200 is associated with a wave of Substituting equation (2) into equation (3),

larger size and larger wave angle than at y+=70. we get,

Furthermore, for a given w , waves of the smaller

size that exist at y+=70 do not extend to y+=200. Cx 
+  

g(ky+, a) (
4
a)

where C + = e /k 
+  (4b)

X x

3.2 DISTRIBUTION OF CONVECTION VELOCITIES

The basic principles of the similarity Equation (4) indicates that for similarity to

hypothesis are listed as follows: be valid, the term IC x-U I for constant wave

(i) Theze is only one characteristic length angle a must be a function of k+y
+  

only.

scale, that is distance from the wall, Convection velocity C 
+ 

as a function of a can
x

y. be determined from the ridge line of the power

spectral density contours as shown in Figurc
++(ii) There is only one characteristic time scale, 3 and is plotted as [Cx -U ] against k y

+ 
for

that is (dUl/dy Because of the various a in Figure 5. For small , there is

logarithmic distribution of the mean some scatter in the data; however, within the

velocity U+, T+ is proportional to y+. limits of experimental accuracy, the results

are independent of y+ and collapse very well

(iii) Absolute velocity is irrelevant and only for a given a, thus supporting the similarity

velocity relative to the local velocity hypothesis. According to the geometrically

U
+ 

is relevant. similar wave model of Morrison & Kronauer (1969),

C 
+ 

matches the mean fluid velocity at a certainx

As a result of principle (iii), the y+ so that

experimental data will be examined for structural

similarity i n a coordinate system with no C + (k y )-U (y +)=5.756 log (k+v +/k+,) (5)
x 0 o

relative motion, that is, a coordinate system

moving with the average local speed U+ (Y+). Here y 0+is the distance to the wall where the
Consider a two dimensional power spectrum as data are taken. Equation (5) is a subset of

a function of w and kx . Then (AW ) associated equation (4) and is plotted in Figure 5 for

with each k 
+ 

can be interpreted as the typical k y =0.6 for comparison with the present data.
+ X 0

lifetime T for a disturbance of that size. The model of Morrison & Kronauer (1969) agrees

In a coordinate system with no relative motion, very well with the data for small wave angles

this is expressed as such as (x=i0' but is not adequate to describe

the data for large wave anglp.

A+ =ui+ -U A+x (2)

3.3 PHASE CURVES
If then from psnomale byi) t e , l t mse As shown in Figure 3. frequency filtering

T+, then from principle (ii) above, T+/IT + must constrains the wave sizes in the wavenumber

43-4

%N



0

k 
+  

In order to calculate the wave angle is inversely proportional to y+, just as the

for the data obtained in the Re experiment, velocity gradient dU/dy
+
. That is, phase grdients

a suitable convection velocity C + is required are proportional to shear. Consider the fluid

to associate with each ii a particular kx + by motions normal to the wall which tend to make+ +

equation (4b). The minimum and maximum y used the phases synchronise at different y while

are 50 and 600 respectively, thus giving a the shear processes tend to make the phase of+ 4.
geometric mean y+ of 173. It has been found the wave advance at the larger y vis-a-vis

that the streamwise convection velocity Cx
+  

the lower y+. The equilibrium phase gradient

obtained from the power spectral density plots is a balance between the two processes and the

(Figure 3(b)) at y+=200 is related to k
+ 

by phase gradient is largest where the shear is

equation (6) strongest (i.e. near the wall). The fa r Ithat

the phase gradient is directly proportional

C +=5.756 log (1.28/k )+5.5 (6) to shear implies that the coordinating effectx

of the motions to and from the wall is the same.
Snek+ '+ +

Since k = k sin a, by using equation (4b) and at all y . For small wave angle a, the shearX

(6), values of k
+  

associated with various becomes oriented toward the lines of constant

frequencies and wave angles a can be calculated, phase and therefore the component of shear in

* A typical plot of the phase difference 0 in the diretion of the wave vector is reduced,

the complex correltion coefficient Me as resulting in smaller phase graoients. The sec a

a function of k +v
+ 

is showr in Figure 6(a) for behaviour of the phase grdient m(a ) may not

It=25
0
. It must be pointed out that since phase be fortuitous because since sec'a = (k+/k7 +)'7

reference is arbitrary, Figure 6(a) was obtained = (Cz +/C+) and w waves are more predominant

by using k+y+=l as the phase reference for 0'. as the distance y+ from the wall increases (Fig.
+

Fhe data obtained at the reference y location 4), the contribution of 0 waves to the phase

of 100 were shown in the figure as flagged shift also increases. Since the shear component

symbols to indicate the shift required for the behaves like sina (Fig. 2), the sec'a behaviour

phase curves to have a zero-crossing at k+vy+=. of the phase gradient m(a) suggests that the

The collapse of the phase curve for various motions toward the wall behave. like sina cos'

frequencies at a=25 is good. This is typical a. Beyond k y+=3, the phases jump around (Fig.

of phase curves at other wave angles a, thus 6(b)) probably due to the contribution of

supporting the similarity hypothesis that the component.

phase of the turbulence components is scaled Waves with angles between 600 and 850
Tk+ +

by wave size k+ and distance from the wall v . contain a significant contribution from the

For u,
6
0, the phase plots are straight 0 component. For a 60', the 1800 jump in the

lines for 3>k+y+
.
0.3. The lines of best fit phase data occurs around k+y

+ 
= 1.3, as shown

to all the data up to a-55', yielding correlation in Fig. 6(c) for a =85'. This phenomenon of

coefficient better than 0.980 in all cases, phase jump is also observed in the data of Elliot

are shown in Figure 6(b). The phase gradient (1972) taken within the atmospheric boundatv

m(a) defined by dO/d(log k+y 
+
) can be obtained layer at heights between I and 5m. For k +y+ 1

for various wave angles Q 3s tabulated in Table and k + y+>2, that is, outside the region of phase

i. In fact, the phase gradient behaves quite jump, the phase data vary linearly with log

closely like 65'sec'm, the values of which are k . In particular, for k+y <1, the phase

tabulated for comparison with m(O) in Table gradient m is 650 whereas for k+ y+ >2, m has a

1. value of -65'.

For a fixed size wave, k+, the linear

dependence of b on log k y implies that d4/dy
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TABLE 1: TABLE 2:

Variation of parameters m(a),p(cL) and g-'(a) with a. Variation of gI(k+y+,o) with k
4
v
+ 

and a.

ot 50 15* 25' 350 450 550 k+ + 15' 20' 30' 5o
j50 20058 3008

°  
9 105(95

rn, ) 580 730 80 990 1300 1950 0.1 0.179 .0.200 0.235 0.2q'i

65csec
'a  

650 700 79' 97' 1300 1980 0.9 0.200 0.220 0.250 0.28%

g-(Q) 0.138 0.211 0.244 0.267 0.283 0.296 l. 0.211 0.229 0.256 0.290

2. 0.222 0.236 0.26'3 0.292
p(a) 0.176 0.197 0.243 0.297 0.394 0.06 5. 0.237 0.252 0.272 0.294

4. LIFETIMES OF TURBULENCE STRUCTURES Since from equation (8), g I(k+ 4 , u1 =(+o+) +i + + 4Yo ku+

By invoking the similarity hypothesis that (k 0 = k +y+sin a/(v AL, ), th. values
k 

+ 
is inversely proportional to y+, equation of R 1(k+vX

+ 
a ) can be obtained from Fig. 7

(3) can be rewritten as and are tabulated for various k v
+ 

and a in

Table 2.

Lw
+ 

= kx+g(k'v+,0) (
7
a) From Table 2, g-I(k+v+, a ) is a sl(.wl

varying function of k +v
+ 

and for a first order
or k = -(k+Y+,

a
) (7b) approximation, can be considered as a function

of E only. The value of Q (k y
4

,U) at k+,+=l

7w+ can be determineo by measuring the full is taken as an estimate of the structural

- width between the half-power points in the lifetime k + T + and is tabulated in Table I~X
(k + ,k +) plot of the spectral function as a function of a.' Z+

k k z+(kx+
, kz 

+
, 

+ ) 
" in the kx + direction, There is another Lime scale 

+  whIch

the half-width being k 
+
. Assuming the spectral indicates the period for the effect of the shear

-x

sheet is thin and very closely aligned with to persist in order that thL observed phase

the locus )+=k x+'+ we can deduce 6w + 
from the shift in Fig. 6 can be generated. Let the mean

5

following relationship: local velocity, frequency, streamwise wavenumber

and phase associated with the measured v

,,
+ = k +(+/k +) =U (y o+)kx+ (8) tation be '+, u+, k +

, t respectively so that
x + .

at y, , tht relevant parameters are V+ AL

where (y
+
) is the local velocity at the 

4+Ls , k x+Akx4 and Then

measurement station v+0 +(+
From equation (3), Y O Ai must be a function Displacement = T (n C = /x(

of k+v
+  and t only. The yo c(_ data extracted

: eqatio (8)fromtheSince from the logarithmic distribution of
using equation (8) from the power spectral 4

* density functions (Fig. 3) are plotted against velocity U+, AU
4 

is given by 5.756 log (v,)v,

I+v
+ 

for three waves angles a in Fig. 7. For and since at anv (0, the phase gradient m is

each 0, although there is some scatter, the a c s that ( = I l, ( N. + eqian Ion

+ (9) can be rewritten as foll ws:
data for y+=70 and v+=200 collapse onto a

straight line in the logarithmic plot, with

c,)rrelat ion coefficient better than 0.96, as S 7

predicted bv the similarity hypothesis. It

MusT be pointed out thit the data for (=15' ReslItS for p1a) for variou' wave angles
Fire ihiilaied in Table I for c,mtar so with

wer- not shown in T"i . 7 as they tend to ,he

v,. i],, ',. thos, i =2( 0
. g-(: "  For .i=Fc to 350. it apeals that pa)
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matches g-l(a) quite well. However the lifetime Space time double correlations anl spectra in

g-Ca) deduced from the three dimensional a turbulent boundary layer. J. Fluid Mech.,

spect.al function k + kz +(kx +kz , w) approaches 2, 313.

an asymptote for a )35' while the lifetime p(a) Morrison, W.R.B. and Kronauer, R.E. 1969:

deduced from shear continues to increase. If Structural similarity of fully developed
+

the structure is moving in y , the lifetime turbulence in smooth tubes. J. Fluid Mech.,

seen at a fixed y will be less than tne total 39, 117.

lifetime. Howevei, the effect of shear persists Perry. A.E. and Abell, C.J. 1975: Scaling laws

with the structure and therefore reflects the for pipe-flow turbulence. J. Fluid Mech., 67,

total lifetime. 257.

Sabot, J., Renault, J. arid Comt(-lielloL, G.

5. CONCLUSIONS 1973: Spa(e time corr(,[ationt of the transverse

Two experiments for studying the structure velocity components in pipe flow. Phv. of Fluids,

of turbulence using statistical methods have 16, 1403.

been described. In the 3DSPEC experiment, three Tritton, D.J. 1967: Some new correlation

dimensional spectral density contours have been measurements in a turbulent boundary lave.

presented from which streamwise convection 3. Fluid Mech., 28, 439.

velocity can be determined. The convection Reynolds, 0. 1895: On the dynamical theory of

velocity has been shown to be only a function incompressible viscous fluids and the

of k+y+ and a in a coordinate system moving Oetermination of the criterion. Phil. Trans

with the average local speed. The geometrically Royal Soc. London, Series A, 186, 123.

similar wave model of Morrison & Kronauer (1969)

is valid for small wave angles only. In the

R6 experiment, phase plots for the complex

correlation coefficient have been shown to be

function of k+y+ and a only. These results

substantiate the similarity hypothesis.

Furthermore, an estimate of the lifetime of

turbulence structure has been obtained as p(a)

from the phase data and as g-'( a) from the Fig. 1: Pipe coordinates and
velocity components.

spectral sheet thickness data.
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HOT-WIRE MEASUREMENTS ON A

PLANE TURBULENT JET

Carlos A. Thompson

Military institute of Engineering

Brazil

ABSTRACT v kinematic viscosity

Results on the behavior of controlled Subscripts

sinusoidal acoustic disturbances c centerline

turbulent plane air are presented. e exit (centerline)

Measurements of mean and fluctuating f fundamental component

• velocity profiles for the forced and t forced

unforced cases are obtained through hot-

wire technique. For the forced case the 1. INTRODUCTION AND OBJECTIVE

fundamental component uf is also in the

region x/H < 10 for Strouhal number range Although orderly structures have been
0.15 < St H < 0.60, Reynolds nsimber range observed a long time ago ih connection

4,000 < RH < 50,000, and exit excitation with the instability of thin shear layers,

amplitude range of 1.0% < u f/l < 10.0%. the understanding of coherent flows has
been subject of great interest over the

The amplitude profiles of the fundamental

as well as the mean and turbulent fields last few decades. Aiter so many

for low values of ufe/U e agree quite well experimental results revealing the

with the results reported by Hussain and existence of large coherent structures in

Thompson [l]. In general the hot-wire data turbulent plane jets, some unanswered

show that the response of the near field basic questions are not universally

of a plane jet is more sensitive to St H  accepted. Hussain [2 in his work
and u fe/U e than to RH H reveals the state of art in this complex

field of human knowledge. It would seem

NOMENCLATURE premature to call for an theoretical

B slit breadth approach towards all the different forms

f forcing frequency of appearance of organized structures in

H slit width jet flows. The dynamical significance of

R H - Ue H/V Reynolds number coherent structures occurring naturally

StH. fH/U Strouhal number as well as induced via controllede

U longitudinal mean velocity component excitation has been pointed out in the

u longitudinal fluctuating velocity literature in connection with the

component transports of mass, momentum and heat. In

* x, y cartesian coordinates (see order to get some insight of the

interaction between mean, coherent and
incoherent flows, more data on turbulent
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jet are claimed by many investigators, according to Thompson [4] such that the

Comparing with circular jet, less is known internal geometry becomes free of steps

about the behavior of a plane jet under an and sharp contractions. The plane air jet

artificial perturbation. Although issues from a rectangular slit (H = 0.029m

Hussain and Thompson [1] found no effects B - 0.385 m). The small aspect ratio

of a low controlled acoustic perturbation (B/H = 13) and a 100 watt loudspeaker are

on the mean ano fluctuating velocity used to deliver a high forcing amplitude

fields, Thompson [3] shows through hot- u fe.

wire data, oscilloscope traces, flow-

visualization and one-dimensional 3. RESULTS AND DISCUSSION

frequency spectra the influence of a high Figure 2 displays the one-dimensional

amplitude sinusoidal forcing on vortical frequency spectra of the longitudinal

flow structures in the initial region of a turbulent velocity for the forced and

two-dimensional jet. Motivated by these unforced cases. Note that for the

previous studies the present work reports location x/H = 4.0 on the centerline,

through hot-wire technique the influence St H . 0.18 and ufe/Ue = 5.0% the second

of the Strouhal (0.15 < StH= f /Ue < 0.60) peak (from left) in the spectra
and Reynolds (4,000 < R H=UeH/v < 50,000) corresponds to the frequency of excitation

numbers as well as the exit amplitude while the subharmonic component is due to

(1.0% < ufe/U e < 10.0%) on the mean and the occurrence of pairing. Figures 3 and

fluctuating velocity profiles. The 4 show respectively the mean and the

fundamental uf is also compared with the turbulent velocity distributions on the

forced and unforced longitudinal centerline for RH = 14,700; 25,800; 35,70()

fluctuating velocities. Because controlled and 47,600 where H - 0.029m. For fixvd

excitation can alter the initial region of StH 0.18 figures 5 and 6 indicate the

a plane jet thirty six data points are effect of low exit excitation amplitude,

located in the region x/H < 10.0. It is Ufe/Ue - 1.0%, on the mean and the

important to notice that in this work the turbulent velocities. Comparing figures

Strouhal number can be fixed while the 4 and 6, it is observed that for RH' 25,000

Reynolds number and the exit excitation the acoustic perturbation affected

amplitude can vary. considerably the turbulent velocity on

the centerline of the plane jet. Figure
2. EXPERIMENTAL .RRANGEMENT 7 presents the fundamental component uf

The general flow facility and on the centerline for the same parameters

instrumentation are shown schematically mentioned in figures 5 and 6. Observe

in figure 1. Longitudinal velocity data that since St H = fH/U e is kept constant

are obtained with a 2 mm long, 4 Wm while RH is varying, the excitation

diameter tungsten single hot-wire frequency f cannot be fixed. It is clear

operated by DISA equipment. A function in figure 7 that for RH > 25,000 and

generator provides a sinusoidal signal fH/U e-0.18 there is no dramatic change

which is amplified before entering in the in the uf distributions with Reynolds

speaker. The r.m.s. of the fundamental number. Hence, contrarily to Zaman and

component uf is determined by a Two- Hussain [5] the frequencies of excitation

phase/Vector Lock-in-Analyzer (P.A.R.5204). can be varied continuously and the

The two-dimensional nozzle is built in a amplitude of excitation achievable does

house using the cubic equation contour not depend on settling chamber resonance
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modes. Figures 8 and 9 present u f(x) for at large values of U fe Figure II reveals

zf

u fe/U e = 5.0% and 10.0% respectively for that the turbulence intensities is reduced

different Reynolds numbers and St. - 0.18. in the shear layer (3 < x/H < 6) when the

Again, the peaks of the fundamental plane jet is excited at ufe/Ue = 10.0%.

component occur near x/H - 4.0 and depend The suppression effect, observed and

on the ratio f/U (H - 0.029 m is kept defined by Zaman and Hussain E6, is

constant). From figures 7, 8 and 9 it is apparently L consequence of earlier

observed that there is no dependence of transition of the shear layer vortices,

occurrence of the peak value of u f(x) on which otherwise naturally grow to larger

Reynolds number. The highest peak of uf sizes and survive for large x, as well ,

is related to the lowest Reynolds number being due to the prevention of sucessiv,

as the exit excitation amplitude is pairing of these structures. Even fur

greater than 5,0%. Shape of uf high values of u fe and for 0.15 < Stli

distributions agrees quite well with the 0.60, this suppression mechanism on the

work done by Hussain and Thompson 1]. centerline was not observed in our

In their study on plane jet (u fe/Ue= 1.4%) laboratory.

the frequency of excitation is held Figures 12 and 13 are compared in an

constant (f = 70 Hz) which implies an attempt to show the effect of Reynolds

unique value of RH = 26,700 for Sti = 0.18. number is less pronounced in the rtsponse

The excellent agreement of u f(x) for low of a plane jet under acoustic excitation

u fe can be considered as a strong test of than Strouhal number. These two figures
consistency once both researches, studied are an "envelope plor" (Uf/U e = 10.0%) of

in different laboratories, had been

developed under quite different conditions respectively. Each region shown

(egepctvey Eachl region raiouhdonwn a

(eg: nozzle aspect.ratio used in [4]was summarizes all data concerning a Reynolds

B/H 44). Figure 10 shows that the number ranging from 7,500 60 30,000

effect of the acoustic excitation appears (figure 13) and 4,000 to 10,000 (figure

to be quite significant on the forced 14). The same can be inferred when

turbulent u t(x) for x/H < 10. Observe figures 15 and 16 are compared in the

that u (x) and uf(x) have the same trends shear layer region, that is, the effect

which means that the coherent structures of forcing in uC and uf is less significant

on the centerline are dominated by the as Reynolds number varies than the

fundamental component. On the other hand Strouhal number. These compact format of

figure 11 compares u (x), u(x) and u f(x) organizing the results o to be a

distributions in the shear layer region, very powerful tool of understanding

It is clear that for x/H > 3 the forced qualitatively the weak influence of

turbulence distribution u t has different Reynolds number on the u t and uf

configuration of the fundamental uf which distributions. Experimental difficulties,

means that harmonics and subharmonics associated with limitations on the

dominate che coherent stLuLLurts. The instrumentations did not allow data to be

oscillations downstream from the potential taken for R > 10,000 when St 0.60 and

region can be attributed to pairing (or u /U e  10.0% as shown in figures 14 and

partial pairing),roll-up and breakdown 16.

mechanisms of the large structures.

* Turbulence suppression is evident in the

shear layer as the plane jet is pulsated
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AN EXPERIMENTAL STUDY OF THE
BURST STRUCTURE IN A LEBU-
MODIFIED BOUNDARY LAYER

Mark T. Coughran and David G. Bogard
Mechanical Engineering Department
University of Texas at Austin
Austin, Texas 78712

ABSTRACT
Measurements of the near-wall ejection/burst x,y,z streamwise, normal, and spanwise

structure are reported for a LEBU-manipulated coordinates
boundary layer in a water channel facility. An 8 boundary-layer thickness (99% point)
average skin friction reduction of 11% was measured 80  unmanipulated 5 at leading edge of LEBU
over 24<r/8o<40 (1650<Re0<1950) using the 8* displacement thickness

momentum balance technique. The measurements 6 momentum thickness
show that the LEBU causes a significant decrease in X mean streak spacing per unit channel width
the ejection frequency, and a lesser decrease in the x distance from leading edge of LEBU
burst frequency. Normalizing with the inner n Coles' wake parameter
timescale gives the same nondimensional time Tmax maximum time between ejections in a burst
between ejections for the standard and v kinematic viscosity
LEBU-modified layers. Comparison with polymer Subscripts
flow indicates that the two methods of drag reduction * freestream condition
operate by different mechanisms. a averaging time

LEBU for LEBU flow
SYMBOLS SBL for SBL flow
b channel half-width 1,2 upstream, downstream stations
Cf skin friction coefficient Superscripts
F(TE) probability distribution of TE  + normalized by inner scales u., v
H shape factor o normalized by outer scales U_, 8
L threshold parameter for U-level technique LEBU parameters
LEBU Large Eddy Breakup h height above wall
NE number of ejections per unit time s streamwise spacing between leading edges
R U*1/ U- 2 , freestream acceleration I chord length of LEBU element

parameter a angle of attack, degrees
Re6  momentum-thickness Reynolds number Re chord Reynolds number
SBL Standard Boundary Layer
T*E mean time between bursts 1 . INTRODUCTION
'"E  mean time between ejections A large-eddy breakup (LEBU) device has been
U instantaneous streamwise velocity used to modify the outer structure of a turbulent
UJ time-mean strearmwise velocity boundary layer, and effects on the inner
Urms root-mean-square streamwise velocity ejection/burst structures determined. These

* ul shear velocity measurements were made to determine if a
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suppression of the large-scale outer structure was Investigations of the effect of polymer on the
accompanied by a suppression of burst and/or streak structure show a consistent trend of increased
ejection activity in the near wall region. Several streak spacing. X, and increased normalized spacing,
previous investigators (e.g. Hefner et al., 1979 and k.1 = Xu T/v. Blanton (1986), using the same facilities
Blackwelder and Chang, 1986) have suggested that as used in the present study, investigated the effect of
the reduction of skin friction by a LEBU device could a LEBU on streak spacing. For a skin friction
be due to a decrease in bursts at the wall. The reduction of approximately 20%, no increase in ?
argument for this is that bursts might be initiated by was indicated, with a res-!LiOrg decrease in X.+. These
the over-lying large scale eddies and consequently the results suggest that there are fundamentally different
frequency of bursts would be reduced by the mechanisms by which a LEBU and polymer produce
suppression of the large scale eddies. However, other skin friction reduction.
investigators such as Mumford and Savill (1984) and In the extensive study of LEBU devices by
Bandyopadhyay (1986) have suggested that LEBU Corke et al. (1982), TB was determined using a
devices would not affect bursts in the near wall "match filter" analysis of velocity signals. These
region. Therefore, these measurements of the effects results indicated that TB decreased by
on the ejection/burst frequency have direct bearing approximately 24% when the LEBU induced 40% to
on determining the dependency of the near-wall 50% skin friction reduction.
structures on outer structures. The present study was significantly different

* The distinction between ejections and bursts from previous work in that the LEBU effects were
made in this study has not generally been accounted investigated in a water channel facility. and proven
for by previous investigators. Bursts have been ejection/burst detection techniques were used.
defined (Kim et al., 1971) as the breakup of a single The reliability of the burst detectiop technique

* longitudinal streak structure found in the viscous was particularly important in this study due to
suL.ayer. However, the flow visualization studies of possibilities of changes in both the frequency and
Offen and Kline (1975) and Bogard and Tiederman structure of the burst. As noted by Bogard and
(1986) have shown that the breakup of a single streak Tiederman (1986), most ejection/burst detection

* may involve the ejection of several discrete elements techniques are very sensitive to the thresholds and
of low-momentum fluid. Therefore, in general, a averaging times used. In their study, sensitivity to
burst would comprise either a single ejection or changes in the structure of the burst was illustrated by
several ejections which are grouped relatively closely the rapid decrease in TE from y+=15 to y+=50.
together. However, the technique developed by Bogard &

There have been several studies of the effects on Tiederman for detecting bursts, based on the
ejection/burst frequency when polymer solutions are distribution of T-, was proven to be insensitive to
used to induce skin friction reduction. The flow changes in the burst structure (as well as thresholds

* visualization studies of Donohue et al. (1972), Achia used in the detection technique) at various distances
and Thompson (1974), and Tiederman et al. (1985) from the wall. These techniques for detecting
showed that, in general, the time between bursts, T, ejections and bursts were used in the present work.

% increased for polymer skin friction reduction. Measurements presented in this paper were
Furthermore, when normalized with Y8 for a made over the range of 24< /8o<40, where I was the
Newtonian fluid at the same wall shear velocity, a net distance from the leading edge of the LEBU device,
decrease in the frequency of bursts for polymer flows and 85 was the boundary layer thickness at the LEBU
was still indicated. Similar results were obtained by device. A momentum balance technique, using
Luchik (1985) using a number of different velocity velocity profile measurements at several spanwise
probe ejection/burst detection techniques. Results of positions, was used to determine skin friction
this latter study indicate that the normalized bursting reduction. Particular attention was placed on
.period = TBu 2iv, increases by 50% for skin obtaining precise measurements of the skin friction

friction reduction from 20% to 31 %. coefficient. Cf. A number of checks were employed
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to verify the accuracy of the Cf measurements, trip rod at x = 0.5 m and turbulent thereafter.
including evaluation of the spanwise variations and a A perforated inlet pipe wrapped with porous
comparison to the "law of the wall" for standard foam was used to distribute the flow into the
boundary layer cases. upstream stilling tank. The flow was conditioned in

Results presented for TE and T. for both this stilling tank using a 6 mm thick foam section and
LEBU-modified and standard boundary layer flows four plastic screens. These items were carefully
show the effects on burst and ejection frequency, and selected and positioned to maximize uniformity of
on the burst structure. These results also indicate the downstream conditions. A 3:1 three-dimensional
effectiveness of different normalizations for TE and contraction into the channel was used. The channel
7 a operated with a freestream velocity of 0.3 m/sec, and

had a freestream turbulence intensity of
2. EXPERIMENTAL FACILITY approximately urms/'U.. = 1%.

2.1. Water Channel 2.2. Measurement Techniques
The measurements were performed in a Mean velocity profile measurements were

recirculating open water channel with a test section performed with a TSI 9100-10 LDV system which
0.5 m wide and 5.0 m long. Figure 1 is a schematic was modified to expand the transmitted beams,
view of the facility. The channel is constructed of yielding probe volume dimensions of 70 urm diameter
clear acrylic to facilitate flow visualization and and 500 gm length. The LDV counters were linked
laser-Doppler velocimeter (LDV) measurements to a microcomputer which acquired the data and
through the side walls. A test plate with a sharp calculated mean and rms values using a velocity bias
leading edge was installed above the floor of the correction. For the experiments reported here, only
channel for the measurements described in this paper. the single streamwise U-velocity component was
The test plate was used to obtain better spanwise used.
uniformity than could be achieved with the For the ejection/burst detection, velocity
bottom-wall boundary layer. Resistance in the form measurements were made with a single-sensor
of plastic honeycomb covered by a screen was hot-film boundary layer probe (TSI model
installed at the end of the test plate in order to shift 1261-10W). The water was filtered to 0.2 4m, and
the stagnation line so that the flow attached smoothly deaerated before being let into the channel. A
at the leading edge. This was checked by dye flow constant temperature of 29.5±0.1 °C was maintained
visualization. Visualization with dye and hydrogen by a cooling coil located in the downstream tank. The
bubbles showed that the flow was laminar up to the nonlinear Rnemometer output was sampled at 200 Hz

5.0 meters

Downsream1.2 meters

tilling Tank Resistance Test Stations Upstream Stilling Tank

, ,€,Test Plate LEBU supports qScrsens
,' i Pumps

Figure 1: Schematic of water channel.
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by an analog-to-digital converter and sent to a second measurements were performed consecutively in one
microcomputer which was used to store and process continuous experiment
the data. The digitizing rate corresponded to a
discretization interval of AT+=1.2. Calibration data 2.4. Momentum Balance
were obtained using the following procedure. The The two-dimensional momentum balance for

hot-film probe was located in the freestream at the the boundary layer flow in an open channel yields the

channel centerline with the LDV probe volume following equation in terms of the integral

positioned slightly upstream and below. The channel parameters 0 and 8*:

velocity was varied using the pump discharge valves
and LDV readings were taken while corresponding Cf = w/(PU.2 2 /2)
hot-film voltages were stored on disk. From these (I/Ax00 2 -R261+-R) 8*2 +R5* 1)/2) (2)

data a calibration curve was established using a least2 sqaresfitfor he olloinggeneal quaton:where R=U0**/U]*, 2. This equatior. accounts for the
squares fit for the following general equation: changes in pressure that occur in an open water

U=(A+BE 2+CE4)2  (I) channel due to the small freestream acceleration from

station 1 to station 2. Cf is the mean skin friction

This fit was found to give a maximum error of only coefficient between the two x stations. A detailed

.0.5% compared to 14% for a King's Law assumption. derivation can be found in the thesis by Blanton

Following calibration, the hot-film probe was (1986).

traversed into the boundary layer and records were Since the analysis is two-dimensional, and
taken at the various x and y positions of interest, dependent on small changes in 0, it requires that

After each measuremeat, the probe was traversed uniform conditions exist across the span. In the

back into the freestream to verify that no significant present facility, the freestream had spanwise mean

drift had occurred. velocity uniformity within ±0.2% over the middle
80% of the span. Despite this, there was considerable

2.3. LEBU Installation variation in the bottom-wall boundary layer thickness
The LEBU device was a tandem plate across the span. This problem was found to be due to

configuration installed at x=1.2 m, where the the extreme sensitivity of the boundary layer to
unmanipulated boundary layer thickness was 8o = 28 conditions in the upstream stilling tank. Hydrogen
mm. Each LEBU plate consisted of 0.127 mm bubble flow visualization showed that some stilling
stainless steel shimstock which was held in tension b) tank configurations caused vortical structures in the
the contoured brass supports immersed in the freestream which were not detected by mean velocity
channel. The other pertinent parameters for the measurements. Similar difficulties in obtaining
LEBU are given in Table 1. spanwise boundary layer uniformity have been noted

in other water channel and wind tunnel facilities.
t/80  W8 s/8o  1//0o  Re a After these problems were observed in the

facility, considerable time was spent establishing an
0.005 0.60 6.43 1.18 12,600 1.50 acceptable level of spanwise uniformity. Numerous

configurations of screens, honeycomb, foam, and
Table I. LEBU Parameters suction were investigated. Also, a test plate was

installed 50 mm above the bottom wall. On this test
Measurements were taken over 24.0 <V&8o< 40.5 with plate spanwise 0 variations,over the middle 40% of
the LEBU in place and with the LEBU removed (but the channel where measurements were taken, were
the supports in place) for the standard boundary layer within ±2% of the mean at all x positions and flow
(SBL) flow. This corresponded to 1650<Ree<1950 conditions. This is comparable to the uniformity
for the SBL. To ensure identical inlet flow obtained in the wind tunnel studies by Anders and
conditions for LEBU and SBL, the two sets of Watson (1985). As a final check, hydrogen bubble
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flow visualization was used to ensure that there were Barlow and Johnston (1985), 1-F(TE) was plotted on
also no vortical structures in the freestream. a logarithmic scale and two linear trends within the

Before the experiment, an uncertainty analysis distribution were identified. As shown in Figure 2,
was used to establish the critical parameters in
determining Cf. These included positioning of the
probe volume, number of data points and averaging 1.0
time at each position, and freestream velocity
measurement. Based on this analysis a measurement SEL: y =19

procedure was established to obtain an estimated
uncertainty in 0 of less than +1.5% (at 20:1 odds). 0.5

During the experiment, the precision of the
measurement was checked by repeating the first W

profile for the LEBU-modified boundary layer IL
measurements after profiles at all ten stations had
been completed. This repeat of the first profile had a
0 value within 0.04% of the initial value. Another
profile was repeated wh,,, temporary changes in
channel conditions were suspected. The second value 0.1 ,_ _ _,_,__ _,0.0 1.0 2.0 3.0
was much more consistent with surrounding 00. T E

conditions, and was used in the subsequent data E/TE
reduction. Figure 2: Probability distribution of TE used to

determine tmax..

3. EJECTION AND BURST DETECTION
As mentioned earlier, the ejection and burst

detection techniques used in this study were based on the value for cmax was established as the TE value at
the results of Bogard and Tiederman (1986). which these linear trends intersected. Distributions
Ejection detections were made using U-velocity of TE were obtained with U-level and samples, each
(streamwise) measurements from the hot-film probe. with 500 to 800 ejections, were analyzed for both the
Burst detection techniques were based on an analysis standard and LEBU-modified boundary layer.
of the distribution of TE. Three samples for the standard boundary layer, from

The U-level ejection detection technique, which upstream and downstream stations, and from the
is simply based on the U-level falling below a station at the maximum height from the wall, were
threshold set with reference to urms, was the found to have a consistent value of cmax - 175 ± 15
technique used. Results from Bogard and Tiederman msec. Samples at four of the five LEBU- modified
(1986) showed that U-level is the most reliable boundary layer measurement positions also indicated
technique for single component U-velocity a value of cmax = 175 + 20 msec. The fifth sample
measurements. The threshold parameter L = 1.3 indicated a value of cmax = 225 msec However,
suggested by Bogard and Tiederman was used for this analysis of subdivisions of this last sample indicated
technique. anomalous trends in part of the data; consequently

To identify bursts, the maximum time between this sample was disregarded. Subsequent analysis of
ejections, cmax , from the same burst must be the data to determine 't for both the standard and
estimated. This was done by using the probability LEBU-modified boundary layer was performed
distribution F(rE) as shown in Figure 2 for a usingr.., = 175 msec to discriminate ejections from
standard boundary layer. The value for cmax is the same burst.
estimated as the point where there is a distinct change
in the trend of F(TE). Following the suggestion of
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30 SBL Measurements 
30 LEBU Measurements

- Spalding Equation - Spalding Equation
80 = 24. zb -0.4 + E-/80 = 24,z/b -- 0.22 00 = 24, z/b - 0.04,b.0
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100 101 102 103  100 101 102 103
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(a) (b)

Figure 3: Mean velocity profiles for (a) SBL flow and (b) LEBU flow.

4. RESULTS: MEAN VELOCITY Corke et al., using a similar tandem plate LEBU,

PROFILES AND SKIN FRICTION found a definite increase in the slope and intercept of

REDUCTION the log-linear region of the profile.
Our measurements did show several distinct

4.1. Verification of turbulent boundary layer changes in the characteristics of the LEBU bcundary
parameters. layer compared to thc SBL. These changes are
Typical mean velocity profiles for the standard summarized in Table 11 in terms of ratios of the

boundary layer at the upstream position are shown in LEBU parameters to the SBL parameters.
Figure 3(a). These data were normalized using the
shear velocity u x obtained from the momentum o  k!/8s 010 S HL/Hs IL/m S
balance. Both the precision of the velocity
measurements and the spanwise uniformity are 24.0 0.98 1.12 1.07 2.1
evident from the profiles, which essentially coincide 40.5 0.98 1.09 1.04 2.0
at three different spanwise positions. Small

discrepancies at near-wall positions, seen on the log Table II. Comparison of LEBU and SBL profile
scale, are due to the uncertainty in locating the wall. parameters
The close correspondence to Spalding's (1961) law of
the wall (with parameters K=0.41 and B=5.0) also
confirms the accuracy of the momentum balance Naturally an increase in the momentum thickness
technique for determining Cf and u.. occurs in the near field downstream of the LEBU.

Representative LEBU mean velocity profiles However, our results show a definite, albeit small,
from both upstream and downstream stations (again decrease in the boundary layer thickness for the
normalized by u., from the momentum balance) LEBU boundary layer. This was accompanied by an

ap4e? - en Figure 3(b). The close correspondence to increase in the shape factor, H, i characteristic also
Spalding's law of the wall shows that these profiles noted by Anders and Watson (1985). The substantial
are similar to the standard turbulent boundary layer increase in the wake parameter is clearly noticeable
profiles. This result is consistent with measurements when comparing SBL and LEBU profiles in Figures
of Lemay et al. (1985) at similar 4/ o positions, but is 3(a) and (b).

~ in contrast with the re-lts of Corke et al. (1982). The skin, friction coefficient calculated by
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5.0 Measurement h/80 s/ 0  Ree CfLEBU/CfSBL

Lemay et al. 0.75 5.1 2400 to 6400 0.87l, (1985)
4.004.0 Mumfordand 0.75 -6 =1000 0.86

. Savill (1984)

3 ••Present 0.60 6.4 1650 to 1950 0.89
±0.04

3.0

* LEBTable Ill. Average Cf reduction over 24.0<k/8o<40.5

2.0 ,

-0.50 -0.25 0.00 0.25 0.50
z4b 5. RESULTS: EFFECTS OF THE LEBU

DEVICE ON EJECTIONS AND BURSTS
Figure 4: Cf measurements across the center-span of The effect of the LEBU device on ejections was

the channel for both the SBL and LEBU deduced by comparing T E for both SBL and LEBU
flows. flows. These results are presented in terms of the

ratio TE,LEBU / TE,SBL for measurements made at
nominally the same point in the flow. Different
normalizations of TE were also evaluated by

momentum balance is plotted in Figure 4. Spanwise comparing ratios of TE*, based on inner variables,
variations in Cf are evident in this figure, but the and TEO, based on outer variables. Results for

" consistent trends for the upstream and downstream different streamwise positions and for djfferent
stations reflect the accuracy of the measurement. vertical positions are presented in Figure 5.
These data indicate an average 11±4 % skin friction
reduction over the streamwise extent of the
measurements. The uncertainty of this measurement 1.2

is based on a standard-error-of-the-mean analysis of £

the 5 spanwise positions.
The magnitude of the skin friction reduction 1.1 0

obtained may be compared with results from similar
tandem LEBU configurations in wind tunnel studies. 0

Two studies have been performed with direct drag M .0w

measurements using drag balances at similar -l T
Reynolds numbers. Results of those measurements, TE
averaged over the same positions relative to the 0.9 TEO

LEBU device as used in the present measurements, Open symnbos: km 0 =24
Closed symbols: F = 40

are presented in Table II. 0.8

The results of the present measurements compare 0 10 20 30 40 50 60
favorably with the previous studies using drag Y+

balances. Finally, it should be noted that the present
measurements were performed without any tuning of Figure 5: Ratios of TE, fE, and TEO obtained in
the I .EBU to maximize the Cf reduction. the LEBU flow compared to the SBL flow.
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Measurements of TE made at t/8o=32.2 were not 175

included in Figure 5 because the vertical positions of
the probe were inadvertently not matched for the
LEBU and SBL flows. 150 -a

The ratios of the dimensional TE values show a _+
consistent increase in TE for the LEBU flow of T B

approximately 11%, indicating that the LEBU device 125

has decreased the frequency of ejections. • E0= 24
Normalizing by the outer timescale SU. causes a * 0= 32
slight upward shift of the ratio. More importantly, 100 = 40

normalizing with the inner timescale v/u. 2  Open symbols: SBL

consistently yields T E,*SBL= 
TE.*LEBU at all Closed symbols: LEBU

positions. In the previous figures the strong variation 0 1l 20 30 40 50 60

of TE with distance from the wall was not evident Y+

because the TE ratio was used. This variation is
shown in Figure 6. This figure also graphically Figure 7: Average time between bursts at increasing
shows the collapse of the LEBU and SBL data when distance from the wall.
using TE*.

100 In Figure 8, ratios of T. and TB* have been

formed. The TB* ratio shows that normalizing
with the inner timescale does not give definitive
results as it did for TE4. In fact, the ratio of

80 - * dimensional TB values appears to be slightly closer

T to unity.
E

60 a Eo=24 = 2
-,/0 = 32 1.2P,(8o = 40 = 1.

Open symbols: SBL
Closed symbols: LEBU

40 .. , 1.1 A
0 10 20 30 40 50 60

1.0•

Figure 6: Average time between ejections at m 0

increasing distance from the wall. .l

0.9 aTS

TB+ Open symbols: ./5o = 24
TB °  Closed symbols: 4/80 = 40

The normalized average time between bursts, 0.8 .. - , I , '
Y,*, for different vertical positions, is shown in 0 10 20 30 40 50 60
Figure 7. These results represent data from the same Y+

measurements used to deduce TE* in Figure 6. In
* 0 contrast to TE", TO" was found to be essentially Figure 8: Ratios of TB, TB, and TB° obtained in

constant over the -age of y+ measurement positions. the LEBU flow compared to the SBL flow.
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A change in the structure of the burst is c. There was a clear effect on the ejections, with
indicated by a consistent reduction in the number of the LEBU causing a decrease in the ejection
ejections per burst for the LEBU flow as shown in frequency. However, the decrease in ejection
Figure 9. However, the reduction indicated here is frequency was proportional to the decrease in
small compared to the rate NE/burst increases wall shear stress such that the normalized TE"
moving away from the near wall region. was the same for the LEBU and SBL flows.

d. The burst frequency also decreased, but only
slightly, and proportionately less than for the
ejections. Consequently, TB" was consistently

3.0 lower for the LEBU flow compared to the SBL
flow.

1 e. As measurements were made at greater
2.5 distances from the wall, TE decreased

approximately 30% for both the SBL and
LEBU flows. But 'T- remained essentially

2.0 a constant, ±2%, with height variation. As these,e a

am results suggest, there was a monotonic increase

in the average number of ejections per
1.5 -- - burst at greater distance from the wall.

However, NE/burst for the LEBU flow was
consistently lower than for.the SBL flow.

1.0
0 10 20 30 40 50 60

_ y+ .As noted by Bogard and Tiederman (1986), the

increase in the number of ejections at greater
Figure 9: Average number of ejections in a burst for distances from the wall can be explained by the

both the LEBU and SBL flows, continued breakup of a streak element as it moves

further from the wall. The decrease in the number
of ejections per burst for the LEBU flow suggests
that. the LEBU causes some suppression of the

6. SUMMARY AND CONCLUSIONS breakup of a streak. However, bursts are suppressed

The following effects of a LEBU device on a to a lesser extent than the ejections within a burst.

turbulent boundary layer were found: The effects of the LEBU on both the burst

a. An average skin friction reduction of structure and frequency are significantly different

approximately 11% occurs over the range than that found in polymer flows. As noted earlier,

24< 80 <40. The magnitude of this reduction is significant (>50%) increases for both T3 and TB
comparable to that obtained in previous wind occur when using polymer. With the LEBU, only a

tunnel studies with similar LEBU parameters. slight increase, =4%, in Ta and a decrease in -8~were noted. Furthermore, Luchik (1985) showed
b. The near wall mean velocity profiles, when weentdFuhrmeLci(18)so d

nrwallen veocity proil, whe that the number of ejections per burst increased by
normalized in the form of l vs. y+, have the 20% in a polymer flow, whereas the LEBU causes a
same universal log-law profile as a standard decrease of =7%.
turbulent boundary layer. However, the outer Similar constrasting effects by the L.EBU and
portion of the mean velocity profile is polymer were found by Blanton (1986) in his study
decidedly different, showing a factor of two of the effect of a LEBU on streak spacing. As
increase in the wake component. discussed earlier, this study indicated a decrease in V4
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for LEBU flows in contrast to significant increases in Bogard, D.G.; Tiederman, W.G. 1986: Burst
?.+ reported by other studies for polymer flow at the detection with single point velocity
same level of drag reduction. Evidently the measurements. J. Fluid Mech. 162.389-413.
mechanisms by which LEBU devices and polymer Corke, T.C.; Nagib, H.M.; Guezennec, Y.G.1981: A
cause reduction in wall shear stress are significantly new view on origin, role and manipulation of
different. large scales in turbulent boundary layers.

As a final note, the present results have NASA CR-165881.
confirmed the normalization of TE using inner Donohue, G.L.;Tiederman, W.G.; Reischmann,
scaling. However, this leads to a somewhat M.M. 1972: Flow visualization of the near-wall
paradoxical situation, since other researchers have region in a drag-reducing channel flow.
suggested that scaling with inner variables would J. Fluid Mech. 56, 559.
indicate independence of bursting from the outer Hefner, J.N.; Weinstein, L.M.; Bushnell, D.M. 1979:
region. The latter conclusion clearly cannot be Large-eddy breakup scheme for turbulent
drawn for the present experiment, in which viscous drag reduction. Symposium on Viscous
manipulation of the outer region by the LEBU device Drag Reduction, Dallas, Texas.
led to changes in the ejections. Kim, H.T.; Kline, S.J.; Reynolds, W.C. 1971: The

production of turbulence near a smooth wall in
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* Heterogeneous Drag Reduction in Turbulent Pipe Flows using

Various Injection Techniques

S Bodo Frings

Lehrstuhl fur Strbmungsmechanik, University of Dortmund, F.R.G.

INTRODUCTION

It is well known that the phenomenon of drag reduction is asso-

ciated with a modification of the structure of turbulence.

Heterogeneous drag reduction obtained by injecting concen-

trated polymer solutions into a turbulent pipe flow produces different

velocity profiles and local drag reduction behaviour than

homogeneous drag reduction[1] ; this indicates that a different

mechanism is responsible for this type of drag reduction.

The aim of this paper is to analyse the effectiveness of

injecting a annular ring of relatively concentrated visco-

elastic fluid into the turbulent boundary layer of a pipe

flow. In contrast to comparative centre-line injection ex-

periments, the polymer solution was injected into the

region were the maximum energy prod'iction and dissipation

occurs [21 . The presence of such a closed ring of polymer

strands should have a significant influence on the larger eddies

present in the turbulent pipe flow and enable the processes

responsible for drag reduction to be understood more fully.

EXPERIMENTAL SET-UP

The experimental system is shown schematically in figure 1.

Experiments were performed in a straight, smooth-walled

acrylic glass pipe 50 mm in diameter. In order to determine the

drag reduction from pressure drop measurements the test pipe

was provided with 14 pressure taps positioned at I m inter-

? vals down the pipe. A sufficient entrance pipe length was

provided to ensure fully developed flow at the injection

point.
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0 Tap Water

HP 100 Com uteFig. 1
Resistance Fiow- PrsueTa cl

Thermometer Meter Injector Expe r i men tal
set-up

TetPipe L = 6m, d=50 mm

Storage Tank Mohno-

Pu Polymer Solution

Dosing Pump

The water was pumped from a reservoir tank by a Mohno pump, the

speed of which was controlled by a microcomputer to maintain a

constant Reynolds (Re) number during the experiments. The micro-

computer continously measured the temperature of the water with a

resistance thermometer and the discharge with a turbine wheel

flow meter. The polymer solutions with concentrations between

0.2 and 0.5 weight percent were injected by a dosing pump equipped

with a variable speed drive. The polymer used was polyacrylamide

SEPARAN AP45 (Mw = 4-5 10 6). The pressure differences between
pressure taps were measured with Philips differential pressure

transducers (Model PD2), the outputs of which were connected to

a computer (Hewlett Packard 1000) to enable direct analysis of

the experimental data.

INJECTOR SYSTEM

The design criteria for the injector were that it should be able

to inject an annular ring of polymer in the near-wall region at

various distances from the wall with various thicknesses (i.e.

gap widths). Furthermore, the degradation of the polymer in the

* injector were to be as small as possible. Figures 2 and 3

of the injector show that the polymer solution was supplied to

the injector by an equalizing device 1, which split the polymer

feed into four separate streams to ensure a nearly uniform poly-

mer supply around the whole injector slit. In addition, after

leaving the annular chamber 2, the polymer solution passed
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through a homogenizer 3. At the downstream end of the injec-
tor two exchangeable rings 4 were used to create the annular
slit with exact dimensions. The gap width was adjustable between
0.1 and 0.5 mm. Varying the distance of the injector slit from
wall was accomplished by exchanging the inset 2,3 and 4.

Fig. 2

Polymer injector

Fig. 3

Details of the

polymer injector

AA

Fig. 4 a Fig. 4 b
Centre-Line Injector Perforated Centre-Line Injector
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The experiments discussed below were performed using an injec-

tor positioned 1.5,2.5,3.5 and 9.5 mm from the wall and with

a gap width of 0.4 mm.

The centre-line injection of polymer soultions was investigated

using bent injection needles as shown by figure 4. The injection

velocity was held approximately equal to the bulk flow velocity

by varying the diameter of the injection needles.

EXPERIMENTAL RESULTS

For investigating the flow behaviour of the injec.ted fluid some

of the polymer solutions were dyed with crystal violet, which

has been shown not to influence the. drag reducing behaviour of

polyacrylamide solutions.

Injecting a 0.2% solution equivalent to an average polymer con-

centration of 50ppm it was evident from our observations that for

both investigated injection techniques the injected polymer

threads broke up into very short polymer lumps, spreading over

the cross-section whilst passing through the pipe; examples are

shown by figure 5.

Injecting more higly concentrated solutions, the polymer thread

injected at the centre-line remained intact over the entire

length of the test section while in the case of ring injection

it is believed that the injected polymer solution forms an

elastic network ( see figure 6). This conclusion was confirmed

by an experiment in which the discharge of water was abruptly

stopped. For several metres from the injection point the polymer

strands relaxed like stretched rubber bands.

*Although no significant mixing of the injected polymer solution

,s noticed in the visual observations, a large amount of drag

reduction was obtained.

It was found to depend on the Re-number, the distance from

the injection point, the average polymer concentration CR, the

concentration of the injected polymer solution C p as well as

on the type of injector used (i.e. wall distance of injector

slit w).
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Flow behaviour Of the
injected polymer solution

C PO =.2 , x/d=O

(. Fig. 5 b

--.- C -=0. 2t x/d=20

Fig. 6 a

Flow behaviour of the
injected polymer solution

C P 0.5% x/d=0

Fig. 6 b

C P=0.07 x/d=20
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Figure 7 shows the local drag reduction behaviour during injec-

tion of a 0.5% solution. In the case of near-wall injection with

the injector slit up to 3.5 mm from the wall all values of local

drag reduction offers the high efficiency of this type of

injection technique. Even close to the injector we observed a

remarkable drag reducing efrect and there was only a weak in-

crease downstream from the injection point.

Furthermore, there were only slight differences for the in-

vestigated ring injector types with distances from the wall up

to 3.5 mm . Increasing the wall distance of the injector slit

to 9.5 mm was found to cause a pronounced decrease in local

drag reduction. In the case of centre-line injection the drag

reducing effect was much weaker for both the injection of a

single polymer thread as well as for the experiments with the

perforated centre-line injector.

The same qualitative behaviour was obtained by the injection of

the relatively quickly dispersing 0.2% polyacrylamide solution

under the same experimental conditions (fig. 8). Probably due

to the enhanced mixing process of the polymer solution in the

turbulent flow, the differences, between the investigated injec-

tor systems were much weaker compared to the more concentrated

solution.
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Qualitatively the same behaviour was observed for all investigated

4 parameter combinations of Reynolds number and polymer concen-

tration discussed below. For more details see [3].

Figure 9 shows a friction factor vs. Re-number plot for the in-

jection of a 0.2% solution equivalent to an average polymer con-

centration CR of 20ppm. It is obvious that for all Reynolds numbers

the friction factor for the injection experiments were lower than

the values obtained for a homogeneous solution of the same average

concentration. Even for shear stresses lower than the critical

value obtained for the homogeneous solution, both injection tech-

niques exhibited a remarkable drag reducing effect. For in-

creasing Re-numbers all data approach Virk's asymptote of

maximum drag reduction for sufficiently high shear stresses.

Increasing Cp up to 0.5t we obtained a decreasing effectiveness

over the whole range of Reynolds numbers investigated.

It should be mentioned that in this case the onset points of the

drag reduction for centre-line injection and for the homogeneous

solutions are nearly the same.

At the downstream end of the test section velocity profile mea-

surements were made using a DISA two colour Laser-Doppler-

Anemometer.

Due to space limitation I will focus on the velocity profiles

S obtained during the ring injection experiments.

The experiments discussed below were performed using a ring

injector system with a wall distance of 3.5 mm and a gap width

of 0.4 mm.
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At a Reynolds number of 15.000 the core profile of a 20ppm homo-

geneous polyacrylamide solution was nearly the same as for the

solvent, corresponding to the pressure drop measurements which

showed no drag reducing effect under these experimental conditions.

Injecting a 0.2% solution (fig. 10) using the ring injector, an

extended buffer layer was observed. The core profile offers a

nearly parallel shift to higher Ut-values indicating an un-

changed turbulent structure in the core region of the pipe

flow. The profile is qualitatively the same as for homogeneous

solutions under drag reducing conditions. The parallel shift

of about 16 dimensionless velocity units can probably explained

by the presence of short polymer lumps seen in the visualisation

experiments. These lumps could act like a polymer with a very

high molecular weight, decreasing the critical value of wall

friction for the onset of drag reduction.

* Increasing the Reynolds number up to 35.000 the measured

velocity profiles showed the expected increase in drag reduction

and also a nearly parallel shift of the core profile as seen by

figure 11.

Increasing the average concentration CR  up to 5Oppm (fig. 12)

provides no further information, because the profiles are very

close to Virk's Maximum Profile.

Injecting a 0.5% solution, which creates a polymer network which

remains intact over the entire length of the test section, a

different behaviour was observed.

After leaving the ultimate profile a much steeper slope of the

core profile in comparison to the Newtonian solvent was observed.

*The presence of undispersed polymer threads alters the turbulent

structure near the wall and also in the core region of the pipe

flow. With increasing drag reduction the core profile approaches

Virk's asymptote, also corresponding to the pressure drop

measurements.
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CONCLUSION

S Finally a short summary of the experimental results.

- All experiments described here show drag reduction that was

significantly larger than that obtained for homogeneous polymer

solutions at the same average concentration.

- The near-wall injection showed much higher effectiveness than

the centre-line injection of polymer solutions.

- In case of near-wall injection the turbulent structure was al-

tered in the near-wall and also in the core region of the pipe

flow, indicating that the polymer lumps and threads are able

to influence a much wider spectrum of turbulent eddies in com-

parison to centre-line injection or the homogeneous drag reduc-

tion where only the small eddies are influenced. This asump-

tion was supported by the fact that the ring injection of a

0.5% solution, which creates a network of polymer threads, ex-

hibited a steeper slope of the core profile than the injection

of a relatively quickly dispersing 0.2% solution under the same

experimental conditions.

IG
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NOTATION

C Concentration of the injected polymer solution
p

CR Average polymer concentration

d Tube diameter

DR Drag Reduction determined by pressure drop measurements

t Fanning friction factor

I : Distance from the injection point

Re Reynolds number based on the solvent viscosity

S+  Dimensionless local velocity

w Distance of the injector slit from tube wall

+
y + Dimensionless distance from tube wall
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A MECHANISM FOR DRAG REDUCTION BASED ON

STRESS RELAXATION

S.M. Penix and C.A. Petty

Department of Chemical Engineering

Michigan State University

East Lansing, MI 48824-1226

ABSTRACT Dynamic Variables and Turbulent Parameters:

A theoretical analysis of turbulent drag G(1,tI1,J) Green's Function associated with the
reduction by polymer additives assumes that dilute differential operator defined by Eq.

polymer solutions are viscoelastic and transport (14) on the semi-infinite domain
momentum at finite speeds. Transport effects are K(x1 ,) viscoelastic memory kernel
predicted in terms of known turbulent properties of TW wall shear stress

Newtonian fluids. The Reynolds' stress depends on
two distinct physical processes: 1) the space- a(,t) instantaneous velocity
time relaxation of molecular transport due to W'(K.) velocity fluctuations
viscous and elastic effects; and, 2) the space-time u1, u2 ' u3  componenLa of the velocity field
relaxation for velocity fluctuations normal to the relative to the base vectors 1' 2'
wall. Because of the finite memory of turbulent and 13' rasp.

correlations near a rigid boundary, the short-time ub  bulk average velocity for pipe flow
elastic response of the fluid controls the u. friction velocity, (T,/p)1/2

molecular transport contribution to the Reynolds <U,2>/2 root-mean-square of velocity
stress. The theory predicts all the major features fluctutions normal to the wall
of the drag reduction phenomenon. <u.

2
>
1 2  

root-mean-square of velocity

i fluctuations in the axial direction
SYMBOLS

<ujui> hear component of the Reynolds'
stress

Independent Variables and Geometric Parameters: thickness of the constant stress

2, i distinct position vectors c region near the wall

1  ' x2 , x3 components of 2 relative to the base Va (x1 ) 'eddy' kinematic viscosity
vectors 'l"2 - and 3. rasp. temporal scales associated with the

t dsictihydrodynamic autocorrelationt , distinct times 
<uj(A~t)ui(1jt)> in a frame of
reference moving with the local eatime difference, t velocity

D diameter of a circular pipe
Physical Properties of the Fluid: <u,(& t)ut( E)> in a frame of

reierence moving with the local mean
p mass density velocity

AAdynamic viscosity r c(XI) transport time defined by Eq. (17).

a' kinematic viscosity

A stress relaxation time
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Dimensionless Croups: Metzner (1969a,b) and directly by Logan (1972). is

the effect of polymer additives on the correlation
a intrinsic Deborah number defined by coefficient,

Eq. (1); also see Eq. (44)

aMi' dimensionless ratios of characteristic - <u 'u 3'>
times defined by Eqs. (23) and (24) 1/2 (2)

Fanning friction factor. Tw/(I P%) <(u1 ')
2>1 /2 <u3 '>

De gross Deborah number defined as Xv/D
2  

in the constant stress region. For Newtonian

A Karman number, Re(f)
1/ 2  fluids., - 0.44 (Schlichting, 1968); whereas, for

dilute polymer solutions at maximum drag reduction,
correlation coefficient defined by 0 - 0.20-0.30 (Logan, 1972), As emphasized by
Eq. (2)
EVirk, 

a reduction in 0 implies that the polymer

1. INTRODUCTION somehow interferes with the basic connection

Trace amounts of certain high molecular weight between radial and axial velocity fluctuations, and

polymers can have a significant effect on the that direct dampening of theme components may not

friction factor for fully developed turbulent pipe occur. Because dilute polymer solutions presumably

flows. Two remarkable, yet unexplained, general have stress relaxation times as large as 10 .2

features of this phenomenon include the 10.3 sec. (Hershey and Zakin, 1967), momentum

observations that i) the 'onset' shear stress is transfer from the ean turbulent field by radial

approximately independent of the pipe diameter; velocity fluctuations into axial momentum

and, 2) the maximum extent of drag reduction does fluctuations may be delayed enough to cause the

r-:t depend explicitly on the molecular properties decoupling of the Reynolds' stress. Inasmuch as @

of the polymer (Virk, 1975). The theory discussed > 0 in the near wall region even at maximum drag

here provides some new insights and a physical reduction, new processes for producing axial

explanation for these results (also see Lyons and momentum fluctuations are apparently excited to

Petty, 1984. counter this decoupling.

Vick and others have suggested that an Because concentrated solutions of high

intrinsic Deborah number, molecular weight polymers are viscoelastic, it has

been generally assumed that dilute solutions also

a F (flow relaxation time) (1) retain some elastic features (Tanner, 1969).
Unfortunately, exactly which rheological properties

remain significant at concentrations less than 50determines the behavior of 'onset'. If oA is

unique at 'onset' and rF scales with wall wppm is unclear. Consequently, many physical
u i explanations of drag reduction have appeared in the"

parameters, then it follows that Tw, the 'onset' literature based on widely differing. and sometimes

wall shear stress, is independent of the pipe incompatible, views. Specific theories emphasie

diameter. Because turbulent flows have many time either short-time scale or long-time scale

scales, a relevant characteristic flow time in

Virk's criterion remains ambiguous. Virk, however, phenomena. For instance, Patterson and Zakin
Vsuggeste riont r - - .ico s pods to (1968) and many others have developed explanationssuggested that - 30, which corresponds of drag reduction based on stress relaxation

the duration of a turbulent 'burst' near the wail (short-time scale behavior); whereas, Lumley (1973)

(Kovasznay, 1970). In what follows, 'F is and others have given arguments for drag reduction

identified as a characteristic time for the based on the existence of high extensional (or

autocorrelation of velocity fluctuatibna normal to elongational) 'viscosities' (long-time scale

the wall and a is predicted at 'onset'. behavior). Both of thease effects are linked to the

Although some exceptions have been noted in fundamental property of real fluids that molecular

the literature (Lee, at &l., 1974), a maximum drag transport of momentum propagates at finite speeds:
reduction asymptote occurs for a wide class of for water. (&1/)/2 . 10,000 (m/sec; but, for

polymer/solvent pairs (Virk, 1975).. A related dilute polymer so),utions, (/A)1/2 - 1-100 cm/sec

phenomenon, observed indirectly by Sayer and (Donn and Porteous, 1971),
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Many researchers have studied drag reduction << I /U, (5)

by examining the direct dynamic response of

macromolecules to elemental flow structures thought then Eq. (3) can be approximated by
to control the production of turbulence.

Unfortunately, the spatial scales occupied by the < T.> - 2p < S >. (6)

polymer for dilute solutions are much smaller than

any relevant turbulent scale, and the temporal We assume that Eq. (6) holds for dilute polymer

scales associated with vortex stretching may not be solutions and, therefore, that the viscoelastic

long enough to affect the thermodynamic state of properties of the fluid affect the mean field only
the polymer/solvent solution by 'stretching' the indirectly through the fluctuating field.

macromolecules. Although the intrinsic fluid Virk's criterion for 'onset', A - rF' and

properties of concentrated polymer solutions in Ineq. (5) imply that there exist a relevant

complex flows are dependent on the invariants of hydrodynamic time scale important for drag

the strain rate field, no direct experimental reduction which also satisfies

evidence for this type of behavior has been given

for very dilute solutions. Therefore, we assuse F 
< < 

Ic/u* (7)

that polymer additives make the resulting solution

viscoelastic and that the stress relaxation time A Ineq. (7) expresses the idea that the short memory

and the dynamic viscosity p do not depend on the of turbulent fluctuations does not allow sufficient

flow (cf. Hinch, 1977; and, Darby and Chang, 1984). time for the development of high normal stresses,
However, because even a dilute viscoelastic fluid so the effect of N(.) on the fluctuating molecular
is unable tr respond instantaneously to iudden stress may also be neglected. The result

changes in the strain rate field (so*, esp.,
Metzner, et &l.. 1966; and Metzner, 1968). the T' + A L TI - 21& 1'(at , (a)
phenomenon of molecular stress relaxation is

retained in the theory. gives a model which is no longer objective but
still rtatns one of the most essential features of

2. MOLECULAR STRESS RELAXATION viscoelastic fluids, viz., stress relaxation in its

For statistically stationary turbulent flows, most elemental form. Thus, for short time, Eqs.

the mean and fluctuating components of the (6) and (8) imply that the mean field and the

molecular stress for a Maxwell fluid satisfy the fluctuating field are coupled through the equation

following constitutive equations Of motion, not the rheology. Obviously, this

constitutive model would be inappropriate for

<1 + A<N(I)> - 2 > (3) concentrated polymer solutions which clearly show
nonlinear behavior not predicted by Eqa. (6) and

+ A-'( T' + A (); however, one of the main assumptions here-is

a - Tthat for very dilute polymer solutions and for

- 2 ' (4) short response times, the phenomenon of stress
0 "relaxation, exemplified by Eq. (8), controls the

The operator N(.) is the upper convected derivative local molecular transport of momentum.

of Oldroyd (see Astarita and larrucci, 1974) and

makes the classical Maxwell model objective. A and 3. SCALING HYPOTHESES

P are phenomenological coefficients independent of The structure of turbulence with and without
the flow field. Large scale eddies act to stretch polymer additives near a rigid interface has been
fluid elements in the near wall region on a time studied intensely for the past several decades. it

scale comparable to Jc/u. where 
1
c denotes an is noteworthy that many statistical properties of

appropriate length scale for the derivatives in the 'coherent' structures of dilute polymer

N(.). If solutions are apparently similar to their Newtonian

counterparts when scaled with wall parameters.
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Although thei' tinding are still tentative (see. The theory presented here exploits the

t.p . Berman, 1978, and, Cantwell, 1981), they experimental observation that some statistical

eve }~~less suggest that fluid properties such as properties of the flow scale with either inner or

k, ard k affect some statistical properties of the outer parameters. Hopefully, this strategy will

turbulent flow only indirectly through u. help bridge the gap between basic studies of

Clearly, the friction factor and the correlation turbulent structures and estimates of transport

coefficient 0, as previously discussed, are two effects.

important. exceptions. The above scaling hypotheses are assumed to be

Some experimental data supports the hypothesis valid in the constant stress region where

that within the constant stress region,

.P<u0u,-> + JA Tw (10)

<(U'l2 1>/2 <(ai 2>1/2/0 (u9 3ad 1

(The superscript (0) denotes a solvent variable) 
xI - 0 <u3> - 0 (10a)

Although the radial component of the turbulent x - 6 <U (lOb)

intensity made dimensionless with the friction 1 c 3> - ub

velocity shows some minor differences between the 1/2 +

solvent and polymer solution, the approximate With - (TV/ as
that

validity of Eq. (9a) allows estimates of other

statistical properties of the flow by using the +4+A x 0 5 x+ S 6 (1la)

equation of motion and a rheological constitutive 1  1  v

model.2

Some temporal and spatial characteristics of <-Bi x1  6 % xs6+ (11b)
2 v I b

'coherent' structures near the wall also seem to u.

scale with wall paramaters (Achia and Thompson,

1977; Blackwelder and Haritonidis, 1983; Cantwell, C x+ , b : x S sc (11c)

1981). For instance, if rH and IH represent

integral scales of a space-time correlation between The parameters A, B, C, S v
+ 

and b are 'universal'

two components of the fluctuating velocity, then (assumption). We assume that the thickness of the

constant stress region made dimensionless with wall

2 0 0 +rH u*/v - H u. /c - (9b) parameters depends only on the Karman number. A -

Reff . An empirical power-law expression will be

used for 6+:c

0 0 +
oHu*/td Hu*/v H (9c) 8+ Ab.

/-a (ld)

Eqs. (9b) and (9c) imply that the 'coherent' The parameters 'a' and 'b' are also assumed to be

structures of dilute polymer solutions have memory independent of polymer/solvent properties. Thus,

times and correlation lengths much larger than the foregoing seven parameters appearing in Eqs.

their Newtonian counterparts, an indication that (lla)-(lld) can be determined from Newtonian data

the mixing of momentum has been reduced by the (see Section 6).

presence of the polymer. The idea that r+ and J+
N Hare nearly 'universa' is important, but perhaps 4. A RELAXATION MODEL FOR THE REYNOLDS STRESS

not unexpected if inertial forces determine these The continuity equation for an incompressible

parameters, Thus, once u, is set, Eqs. (9b) and fluid, the equation of motion, and the approximate

(9c) indirectly state that the polymer is unable to rheological model, defined by Eqs. (6) and (8), can

alter the underlying mechanism which determines the be combined to obtain an equation for ui(a,t), the

dynamic behavior of the large scale eddies near the fluctuating component of the axial velocity. A

wall.
relaxation model for the Reynolds stress <U' u'>
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follows from this equation by using the method 
of and, (2) an acceleration coupling because of the

Green's functions to obtain an explicit 
elastic nature of the fluid

representation for ul(It), and then ensemble

averaging the result with ui(Xt). The analysis A < ui (A t) -4 U(A^ t)>

yields

(tA( Our previous studies have shown that this latter

<ui -i dt dG(, tl;, t)
1 3 effect is responsible for the maximum drag

reduction asymptote (Lyons and Petty, 19$4).

(I + A "") <uj(&. t) h3 (K t> (12) The Green's function in Eq. (12) accounts for

at the spatial and temporal mixing of axial momentum

where 
fluctuations by mean convection and by 

molecular

transport. For A > 0, a finite propagation

<uj h3> -
velocity due to the elastic nature of the 

fluid

slows down the mixing process. Thus, an apparent

<ui  udu> 'onset' phenomenon for drag reduction occurs

u because the local space-time domain over which

d Xlmolecular transport processes affect the Reynolds

stress depends simultaneously on the space-time

+domain over which radial fluctuations in the

+ <ui (A. (13) velocity are statistically correlated. 
For

P ainstance, if the characteristic time scales for

<ui(x, t) ui( ,J)> are both large compared to A

In developing Eq. (12), we have assumed that the (see Figure 1), then the viscoelastic Green's

flow is statistically stationery and statistically 
function has ample time to relax to the viscous

homogeneous in the axial and circumferential Green's function and no drag reduction occurs. On

directions. The Green's function, which has units the other hand, as the wall shear stress increases,

of reciprocal volume in Eq. (12). is associated the time scales of the turbulence decrease (i.e.,

with a hyperbolic operator on the semi-infinite 
and r emain constant) and, presumably,

domain f, 
become comparable to the molecular relaxatio- time

A. At wall shear stresses above this critical

a ( + <u3> ) . V2. value, the elastic nature of the fluid hinders the

at 3 x3 mixing of axial momentum so drag reduction results.

Thus, the 'onset' phenomenon within this physical

L is parabolic when A - 0 and hyperbolic for A > 0. frmwork results because of the interplay between

For small values of a - t- , r (a , t ,e) is two distinct temporal relaxation processes which

spatially peaked in a frame of reference mving govern the Reynolds' stress.

with the local mean velocity and is nonzero over a The higher order velocity correlations in Eq.

finite domain which scales with 1(v/A)1/2 < -. For (12), including the pressure fluctuations, make

A - 0, Eq. (12) yields an exact, but unclosed, important contributions, but we assume that they

representation for the turbulent flux of the influence <u u> (x indirectly through the

Newtonian solvent. space-time structure of <uj(Z , t)Ui,e)>. Thus,

Two important physical effects involving the 
t e s thessure fundamtal Ths

mean velocity gradient contribute to the Reynolds' 
study and, hopefully, account tor the essential

stress. These are (1) an inertial coupling by 
nonlinear aspects of urbulnt fos. If the

fluctuations in the radial velocity triple velocity correlation approximately balances

A d<u > the pressure correlation, then the above conjecture

<ui( t) u i (A. t)> o ; uld be Justified with the result that

dxI
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0!

1
/ 2  

Inasmuch as v << v deep in
^for x, >> (rml )

u, h3> - <uj (A, t) (, t)> (15) the viscous sublayer, rc(x I) can be approximated by1 3 dx 1 d (.o everywhere. Therefore, the resultingfC

Eqs. (12 and (15) define <ui ui> (X near the wall relaxation model for the Reynolds' stress in the

where the mean gradient is large (cf., Sternberg, near wall region is

and, Coles 1978).' This approach yields very d <U >

reasonable predictions for many of the observed <u u'> - - <u 2 >(Xl) ,c(-)d (19)
features of drag reducing flows.

The space-time correlation and the mean In Eq. (19), rc(-) is defined by Eq. (17) with

gradient in Eq. (12) vary over distances on the K(xl,P) replaced by

order of 10 v/u,, or larger. In a frame of

reference moving with the local mean velocity, the

Green's function in Eq. (12) has an "effective" K(W.r) - 1 - • t 0 . (20)

spatial domain of influence comparable to
( 1M /2 Therefore, for small values of if A - 0. the Green's function is viscous and

(7 ' Thrfoe Io smal valle of Thus, sayxeteh

M
<<  

00, a spatial smoothing approximation can K(-,;) - 1 for all . Thu, as expected, he

be used to estimate <uj uj> (xl) for Newtonian and 'eddy' viscosity for a Newtonian fluid is

viscoelastic fluids. This yields an "eddy" determined by the hydrodynamic time scales and the

viscosity type model for the turbulent flux in the intensity of the radial velocity fluctuations

near wall region of the form (cf. Porch and Hassid, (Monin and Yaglom, 1971):

1977; Mizushina and Usui, 1977; Shenoy and Talathi; o o
0 1985). 0 0 "rMl/'Hl)

<u 2  ae (XI  r HI(I 1 >X) (21)

ve " <ui 2> (x1 ) rc (x1 ) (16) However, for A > 0, the elastic behavior of the

dilute polymer solution reduces the effectiveness

cxl) is of the turbulent transport of momentum with the
defined by 0r.sult that ve < Ve . Note that K(w,r) approaches

the Newtonian limit for r >> 3A. Whence, the
c (1 'eddy' viscosity for a Maxwell fluid is the same as

I I Mlfor a Newtonian fluid if the hydrodynamic
HI + 0 J K(xl. ;) exp(.v/rHl) d'. (17) relaxation of the autocorrelation <uj (A. t) uj(Z,

t)> is slow relative to the elastic relaxation of

The viscoelastic memory kernel K(x1 ,r) is simply an the memory kernel K(.,r). Otherwise, Y < a nd

integral property of the Green's function, viz., drag reduction obtains.

Inserting Eq. (20) into (17) and carrying out
K(xI -) - the integration gives one of the key results of

this approach (Lors and Petty. 1984)

f d ;I  f d 2  f d 3  G(, t, ) (18) 1 -
0 -W - c / Hl -

The parameters r"Ml and 'HI in Eq. (17) characterize I - exp(-NMl)

the hydrodynamic relaxation of the turbulence. As

indicatedmomentarily. rMl controls the 'onset' of -
a l 

exp(-aM,) Ll'exP( 'l/alll (22)

drag reduction, and M1//Hl determines the maximum

extent of drag reduction, where

Because the Green's function is zero on the

boundary, r c (xl) is also zero for x1 - 0; however, *Ml - rKl/rH1 (23)

it rapidly approaches its limiting value of r (-)
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and reported here for the first time, gives an explicit

connection between the underlying temporal

Ql " X/ Hl (24) structure of the turbulence and the mean field:

2
For fixed aMl and large a,, the characteristic <U > (xl) -

transport time reaches a lower asymptote d<u>
R3 ,H3 (l-exp(-aM3))<uu>(xl)-.L (29)

(c(.)/r HIMIN -R3 3M >y)d

+ a M) exp(-a M). (25) The parameters H3 and "M3 (i.e., a M 3 - 'M3/fH3
)

are defined by Figure 1 and R3 is given by Eq. (27)
with al )n ~ elae ya3 an 4a3,

Eq (25) stems from a balance between an increase and a 41 replaced by a and a

respectively.
production of axial momentum due to an elastic

coupling of radial velocity fluctuations with the Eqs. (16), (19). and (10) can be used tq

mean gradient and the hindered transport of this reexpress Eq. (29) as
2 2momentum due to a finite propagation speed; this <(uj) >/u* -

phenomenon, as previously mentioned, leads to a

maximum drag reduction asymptote. Thus, Eq. (22) Rr +(-exp(-ae) (30)

may provide a basis for understanding drag 3( + M3/v)2

reduction in rough pipes (Spangler, 1969; Virk,

1971) or in annular pipes (Tin and Chee, 1979).

Eqs. (16), (21), and (22) combine to give the This yields the interesting theoretical conclusion

following result for the eddy viscosity of a that the peak axial intensity occurs at a distance

viscoelastic fluid from the wall where v e()-v and, consequently,
oa

ve -R 1 ve  (26) max (<(u)>//u.)

~ ax (<( u )
2> i/

2 / 0 - /R3  (31)
max ((P> /.

(i - exp (-aml/aAl)) (The superscript (0) denotes a solvent variable.)
R Al (exp (+ aM) -I) (27) Moreover, with the model for <(uj)2>/u.2 defined by

Eq. (11), it follows that

Figure 2 illustrates the behavior of RI . For fixed +

ml, the limiting value of R at maximum drag . (RI).I/3

reduction (i.e., 
t

AI - -) is given by + 1 (32)
Asolvent

( DR - i (exp (a) - I) (28) Because 0 < R1 s 1 and 0 < R I (see Figure 2),
ml we conclude that the peak axial intensity for a

Maxwell fluid is less than its NewtonianFigure 2 and Eq. (27) clearly show that the elastic conepradocusfthrrmtewl.
properties of the fluid begin to dampen the eddy counterpart and occurs further from the wall.
viscosity significantly when a Thus, if A relaxation model for the correlation

Xicit sigifcatl whencint define by4 Thus iffolwsb
the cut-off time for the autocorrelation of coefficient, defined by Eq. (2), follows by

velocity fluctuations normal to the wall becomes combining Eqs. (16), (19), (10), and (30) with the
comparable to the polymer relaxation time X, then result that

• drag reduction occurs. + Ml
2- R1 rHi (1 e' ) (3

-. 5. RELAXATION MODELS FOR THE AXIAL INTENSITY AND R + "1 e )
THE CORRELATION COEFFICIENT
An equation for <(u,)2> can be derived in the

same way as Eq. (19) was developed. The result;
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Eq. (33) is important because it gives a wnere

theoretical, albeit approximate, relationship - 0.886/(R 1/3

between the assumed 'universal' temporal parameters - 1) (39)

of the two autocorrelation functions

<ui( 2. t)ui(, e)> and <uj(2L, e)u(A. t)>. The - 0.400 1 (40)

unexpected result that # < # provided R3 > Rl Because 0 - 0.44 and

implies that *M3 > 0 M1 (see Figure 2). It is also

noteworthy that Ea. (33) permits V - * for some 2 1/2
<u') >

turbulent flows, yet drag reduction still obtains. max - 2.7,

Such a theoretical possibility occurs when u*

+ + + + Eqs. (30) and (33) with RI - 1 and R3 - 1 imply
M1 " 3 H H3 that

6. THE FRICTION FACTOR AND PARAMETER ESTIMATES + -aM )

The parameters in Eq. (21) can be estimated 'HI (1 - e - 5.65 (41)
0

from experimentally determined values of e(x0). +

The data presented by Virk (1975) implies that r H3 ' 1- 3 29.16 (42)

1 ) - .00087 3) These estimates also use the theoretical result
HIthat the peak axial intensity occurs when ve- v.

I + (1-e-' )C - .400 (35) Eq. (38) shows that the friction factor
" -.HI depends on A, mi. and an intrinsic Deborah number

and n l(- X/
1

H). Because 'H1 scales with u. and v
(see Section 3), it is more convenient to introduce

+ a gross Deborah number which depends only on
B - 21.44 (36) geometry and the physical properties of the fluid.
o+ +With

Because <<+& for x+ < 
6+ 

Eq. (11a) does not have

a significant effect on any of the calculated 2

quantities; therefore. Eq. (lib) will be applied Do - Xv/D (43)

over the interval 0 s x + 6.+
I b it follows that

A synthesis of the previous results yields an

equation for the Fanning friction factor, f - 2 (
2Tw!p 2 . The expression depends on RI and A as 0a) " A/rH 1 -DeA/2 r Hi - AT./pt , (44)

well as the previously defined 'universal' Once the two 'universal' time scales 'Hi and i1(1
- 6+ 'a' and 'b'. With R i,constants: B, C, 'a' a . - have been estimated, then the reduction in the

which corresponds to a Newtonian fluid, and with 'eddy' viscosity can be calculated for different

0.185 A0 "9 8 8  
values of the two groups De and A. Eq. (27)

(37) defines R1. Likewise, once rH3 and r have beenthe derived expression for f agrees with the specified, then R3 can be calculated in terms of De

Prandtl-Karman law. For a viscselastic fluid, and A.

_ r 3 Two additional relationships, besides Eqs.

y - [ 4.584 + 2.528 In ( Xl) (41) and (42), are needed to determine the four
ifX 3+1 dimensionless time constants. Earlier we noted

1 that RI depends only on *Ml for large values of a.,
+ 8.752 tan XJ3 j(see Eq. (28)). Also, R3 depends only on N13 for

a13 ' . Therefore, for a fixed value of A, Eq.

+ 7 n1 1 + 6+ Y (38) can be used to determine inasmuch as

Y 1 + 21.44 Y (38) (Virk, 1975)
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lim (1/Jf) - 43.60 , at A - 10,000. (45) limiting behavior of the friction factor results

when these two processes balance.

Al +Because the structure of the turbulence has

finite memory and because molecular stress relaxes

Eq. (31) motivates the use of peak axial exponentially (see Eq. (20)), the friction factor

intensity data at maximum drag reduction (aX3 - ') in Figure 3 does not deviate significantly from the

to determine aM Although the experimental P-K law until r < A (also see Figure 2). If an

results are not as compelling as Virk's maximum 
HI

'onset' critqrion is defined as

drag reduction asymptote 
for the friction factor,

an estimate of R3 at maximum drag reduction can 0

still be made using axial intensity data (See RI(aMlaI) - 0.go,

Lumley and Kubo, 1984; and Berman, 1984). then for - 0.4667 (see Eq. (47)) it follows

Therefore, that a X - 0.0595. Thus, drag reduction occurs

R(a 0.49. (46) provided the wall shear stress exceeds a certain

3(3,- 0 critical value given by

Finally, Eqs. (41), (42), (45), and (46) fix 0 + (50)

the values of the hydrodynamic relaxation times as - 0.06t#,

+ - 15, + Eq. (50) depends only on the phenomenological

HI "Ml - 7 (47) coefficients of the fluid because aMi is

+ + 'universal'. Thus, the ubiquitous observation that

H3 4 M3 - 51 (48) the 'onset' wall shear stress is independent of

diameter provides a posteriori justification for

7. DISCUSSION OF RESULTS AND CONCLUSIONS the temporal scaling hypotheses of Section 3.

FiLure 3 shows the predicted behavior of the Figure 4 shows the effect of polymer additives

friction factor given by Eq. (38). Although Eq. on the axial intensity. The parameters r + and r+3

(45) was used to estimate 
m
M1, it is noteworthy were determined by using experimental measurements

that the slope of the maximum drag reduction of the peak axial Intensity for De - 0 and De - -.

asymptote closely follows the experimental data Other aspects of Figure 4 stem directly from the

summarized by Virk (1975). The dashed line underlying physical effects contained in Eq. (30).

represents Virk's empirical correlation. The lower It is noteworthy that the theory predicts the

curve follows from Eq. (38) by setting De - 0; the correct location of the peak intensity for the

result agrees with the classical Prandtl-Karman solvent (De - 0), but that the results for the

'law' because the two parameters in Eq. (37) were polymer (Do > 0) are closer to the wall than

defined so this would occur, generally observed experimentally. Also, some

euretical calculations presented in experimental measurements show peak axial

Fig. give the same qualitative behavior intensities for the dilute polymer solution larger

obser. L expe Imentally for dilute polymer than the solvent. Because R3 : 1, it follows from

solutions. A maximum drag reduction asymptote Eq. (31) that the theory developed here always

obtains either by increasing De at constant A or by predicts

increasing A at constant De. Physically, both of

these strategies have the effect of reducing the <up > <( >

characteristic transport time r (-) controlling the Ml u : m:t o

'eddy' viscosity (see Eqs. (22) and (26) as well as

Figure 2). Thus, a maximum drag reduction The correlation coefficient depends on all

asymptote occurs because the elastic nature of the four turbulent time scales: HI' r"l' H3' and
fluid not only moderates the molecular transport of r + Eq. (33) implies that

fluctuating momentum but also enhances the local

production of axial fluctuations. Therefore, a 0 1/2
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TURBULENT MIXING BY

THE RATE-OF-STIlAIN

Carl H. Gibson

University of California at,

San Diego, La Jolla, CA 92093

ABSTRACT
transfer and the scattering and propagation of acoustic

Laboratory measurements of turbulent temperature and electromagnetic waves in turbulent media often

fluctuations in water, air and mercury, with Pr = 7, 0.7 depend crucially on turbulent mixing and diffusion.
and 0.018, respectively, and 3-D numerical simulations However, no consensus regarding the basic mechanisms of

with Pr = 1, 0.5 and 0.1 indicate that the small scale turbulent mixing exists even for the simplest case of

structure of scalar fields like temperature mixed by dynamically passive, nonreacting scalars. The point of
turbulence depend on the local rate-of-strain -y even atkcinematc greatest disagreement is whether the rate-of-strain of the
small Prandtl numbers Pr= D, where v is the kinemturbulence is important to the mixing when the scalar is
viscosity and D is the molecular diffusivity of the scalar. strongly diffusive; that is, when Pr < 1.

Scalar dissipation spectra converge at kLB z 0.5 under

Batchelor scaling, and the strain-rate-scalar dissipation The first attempts to describe turbulent ixiig were
I - correlation coefficient 5-: is -0.5 for all Pr v¢alues, with intuitive extensions of the Kolmogoroff (1941) universal

dcorrelation loeffient Eis -3.5 A fo dat fr a , 2D similarity hypotheses based on dimensional analysis.decorrelation length 1.3L K.  Analysis of data from a 2-D b k o (1 4 ) a d C r sn 19 ) i de n e tl~Obukhov (1949) and Corrsin (1951) independently
-- numerical simulation of Pr < 1 mixing shows that thenminp s ino at l t interact ate-of suggest that the scalar diffusive microscale should bemixing process involves at least two interacting rate-of- L(=(D: /) / 4 by analogy with the Kolmogoroff viscous

strain mechanisms: 1. generation, pinching and splitting

of extremum points where the scalar gradient magnitude inicroscale L_ ..Iv3 /()1/4, where ( is the viscous

is small or zero; and 2. alignment, pinching and dissipation rate. No physical mechanisms are proposed to

amplification of the gradients where the scalar gradient justify Lc as the diffusive microscale by these papers.

magnitude is large. Both rate-of-strain mixing Batchelor (1959) suggests a rate-of-strain regime of

mechanisms are Prandtl number independent and mixing by wave-crest-compresion should begin at scales

together provide a plausible physical basis for the smaller than L) for weakly diffusive scalars with Pr > 1,

universal scalar similarity hypothesis, and empirical with a diffusive microscale of LB- (D/hI)" /2 . However,

observations, that the turbulent mixing process and because the wave-crest-coiipression model is non-local

smallest scalar structures are deternined by -y and D for and requires that the rate-of-strain be uniform on scales

all Pr. larger than the wavecrest separation, Batchelor et al.

(1959) predict that the rate-of-strain should be irrelevant
1. Introduction for Pr < 1. Similar arguments are applied to explain the

The most important practical property of turbulence turbulent mixing of weak magnetic fields with magnetic

is its ability to mix and diffuse momentum and scalar Prandtl numbers less than unity by Moffatt (1961, 1962),

fields such as temperature and che iical species Golitsyn (1960) and Kraichnan and Nagarajan (1967),

concentration. Such processes as aerodynamic drag, giving similar predictions for magnetic spectral forms

chemical reactions, combustion, heat transfer, mass with strong diffusive cutoff 00-k j7"l at kz Lc'.
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Gibson (1968a) proposes that the mixing process may The viscous dissipation rate ( is related to e and -y by

actually be local and not require that - be uniform over 2ve?=2vek,-)2  (3)

scales larger than the scalar wavecrest separation, so that

the mixing process is independent of Prandtl number. In where --- (/v) "'2 is the rate-of-strain parameter

the proposed mixing model, extremal points are produced introduced by Batchelor (1959). Combining (2) and (3)

on scales larger than LC for Pr < I and larger than LK gives

for Pr > 1, and these 'hot-spots' are pinched by the dxcdt11 Re/.2(v 3/ )/ 4 -e xL (4)

rate-of-strain to maintain a radius of curvature where

proportional to LB for all Pr. Recent analysis of 2-D where

numerical simulation experiments of Kerstein and LK--(v 3 /' 4  (5)

Ashurst (1984) by Gibson et al. (1986) shows that rate- is the usual definition of the Kolmogoroff inicroscale LK.

of-strain mixing also occurs by pinching at points where From (2) and (3), we see that

the scalar gradient is very large. Such -y-mixing LKx(v/)'2 (6)

mechanisms are independent of Prandtl number because

they are local, and both support the -y-dependent might be a better definition because it shows the

universal similarity hypotheses proposed by Gibson dependence of LK on -y. The physical significance of LK
(1968a), as discussed in the following Section (see Table given by (2) is somewhat obscured by its definition in (5).

2). The assumption of a universal critical Reynolds

Because numerical simulations are most convenient number for the local transition to turbulence is the

- for Pr values less than 1.0, contrary to the case for physical basis of the universal similarity hypotheses of

laboratory fluids which tend to be poisonous or explosive Kolmogoroff (1941) for high Reynolds number turbulent

in this regime, evidence is rapidly accunmlating, as large velocity fields, given in Table 1.

computers become available, which demonstrates tile Table 1. Universal Similarity Hypotheses

local nature of the small scale turbulent mixing process of Kolmogoroff (1941) for Turbulent Velocity

and the crucial role of the rate-of-strain. The laboratory

and numerical simulation evidence are compared to Hypothesis Length Range

available theories in the following. 1. F.(t ,v,yk) yk< Lo

2. Fn(e,yk) L<Y < L

2. Rate-of-strain in the universal similarity

hypotheses of turbulence and scalar mixing In Table 1, F. represents the 3n-joint probability

The velocity difference dl between two points laws for velocity component differences between points

separated by a small distance dit may be decomposed into with n separation vectors Vk, where k = 1 ... n. As

a rotational component perpendicular to di and a rate- part of the hypotheses, F,, should be homogeneous and

of-strain component parallel to di. That is, isotropic in space and time for small scales. According to

d4=0 "dx+e'dx (1) the first hypothesis in Table 1, all statistical parameters

where A) is the rotation tensor with comp~onents of turi1lni velowity fields on scales sinaller thma tile

I ij_ (av/dxj--vj/axj)/2 and e is the rate-of-strain energy scale Lo, for example spectra, should collapse to

tensor with components eij= (43vi/axj+8vjf/xi)/2. universal curves after a coordinate transformation to

Viscous forces cause D and e to be uniform at very small length and time scales normalized by the Kolmogoroff

scales because the Reynolds number dvxdx/v is length LK, from (5), and the Kohnogoroff time

proportional to the (dx) 2 xe/v from (1), where e= (e.?)1 /2, TK= (vlf)/ 2 " - -'. According to the second hypothesis in

n = (n .?)1/2 and 1n z e in a turbulent flow. Turbulence Table 1, these universal curves should become
develops when the Reynolds number exceeds a critical independent of the viscosity v for length scales larger
value and this will ocur when the separation than LK. By dimensional analysis. it follows from the
dane d cds il value second hypothesis that, for L0 1 < k < Lb1, the energydistance dxexceeds acriticalvau

dpcrrl" trijm xv 2r' k 5 where k is t lie wavenunber and

dXcrit (lertmxv/e*) . (2) a is a universal constant.
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Universal similarity hypotheses for dynamically transformation to length, time and scalar scales Lc, Tc

passive scalar fields 0 like temperature mixed by and SC formed from dimensional parameters X, f and D

turbulence were proposed by Gibson (1968a), and are for scalars with Pr < 1, and hypotheses 3a and 3b

summarized in Table 2. indicate convergence after scaling with LK, TK and SK

Table 2. Universal Similarity Hypotheses formed from k, ( and v, for Pr > 1. These scales are

of Gibson (1968a) for Turbulent Mixing defined in Table 3.

Hypothesis Length Range Pr Table 3. Scalar Similarity Scales

Ia. Fo(x,-,Dyk) y< LH all Scale Batchelor (orrsin Kolmogoroff

>1(parameters) (k.,t,D) (X, ,D) (X,£ ,v)yk< LK  > I1prm

yk< LC < I Length, LB,(,K (D/-y) /2  (D/-yPr" 2)" / 2  (v/y)'
lb . F on(x ,,Ey k) L K < y k< L O  > I1i e Y I-~ 1 2 -

Lc< yk< Lo < Tim ,CK 'I

2a. Fg (x,(,D,yk) L < yk< Lo  <- Scalar. C.,K (x/-y)"f (,fyPr' 2 )' .

2b. Fon(t,D,yk) LB< yk< L(. < I
Overlapping length scale ranges in Table 2 for the

3a. FO.(X,,,v,yk) LB< yk< LO  > I Batchelor, Corrsin and Kolmogoroff similarity spaces

3b. F9n(x,vjyk) LB< yk< LK > 1 require scalar spectral convergence to k 5/3, k 3 and k

iner al, inertial-diffusive and viscous-convective
In Table 2, Fen are the n-joint probability laws for sulranges, respectively, as showii by Gibson (1968b).

scalar differences between points separated by vectors k, These subranges also follow by dimensional analysis from

where k = 1, ... , n. Local homogeneity and isotropy are scalar similarity hypotheses lb, 2b and 3b, respectively,

assumed for high Reynolds number flows. Scalar in Table 2. From 1b, if the scalar variance spectrum 4Og

similarity hypothesis Ia. is analogous to velocity depends only on X, c and the wavenumber k, then

similarity hypothesis 1 in Table 1. According to la, all

statistical parameters describing the turbulent scalar field (11)

9 should collapse to universal forms after a coordinate is the only dimensionally consistent form, and similarly

transformation to length, time and scalar scales LB, TH from 2b,

and SR formed from the dimensional paramieters A, -y and 00=#cXD-'k 3 (12)

D, where
and from 3b

LB= (D/-y) '2  (7)

T_ y (8) (13)

where 9K, 0C and 13 are universal constants. Length
and Sscale ranges for which these subranges are valid are given

and in Table 2.

X= 2D(V 0)2. (10)

The convergence of scalar statistical parameters to S. Kinematics of sealar mixing

universal forms for length scales smaller than Lia assumes Consider a dynamically passive scalar field like

a rate-of-strain mixing process which is independent of temperature mixed by an incompressible Newtonian fluid.

the Prandtl number of the scalar, contrary to the mixing Denoting the scalar as 8( ,t)

theory of Batchelor et al. (1959) and others. 83 +uiUJ=DPjj (14)

Universal scalar similarity hypotheses 2a and 2b in where commas indicate partial differentiation, repeated

Table 2 indicate convergence of scalar statistical space coordinate subscripts ij,k are summed (for

parameters to universal forms after coordinate example, 0, is the partial derivative of 0 with respect to
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time t and #,i is V 28), j is the position in space and li is fornied, as shown by Gibson (1968a).
the velocity field. Both 0 and d are assumed to have zero It also follows from (17) that when the ratio
mean values. V '0/1 v 0! is sniall the diffusion velocity may also be

The velocity of an isoscalar surface at any point in small even though D is large. This provides a different
the fluid is derived by expanding 0()It) using the chain mechanism by which the local strain-rate may influence

rule the scalar mnicrostructure, termed the 'gradient pinching'

mechanism by Gibson et al. (1986). Because the ratio
dG=,dxi+o0 dt- (15) will tend to be small where I v 1 is large, compressive

and setting d8=0 on an isothermal surface. On such pinching of the local scalar gradients can be most
surfaces dx=udt, so u i=-,t Combining this with effective at aligning and amplifying local scalar gradients
(14) gives just where the mixing is greatest, thus increasing the

0,j(uie-ui)=-D0J •  (16) gradient and further decreasing the ratio in a positive

The left hand side of (16) equals I8,j I ui-uj) since the feedback process.

isothermal surface velocity relative to the fluid, do-ti, is Gibson (1968a) derives the following expression for
parallel to the scalar gradient V 0. The vector expression the velocity of points in the fluid with zero scalar
for Y9 is therefore gradient

do=fl-D (V 10/I v 91 )1 (17) xi°=il-DI(O~ijl/O,ll),(OJ2/,22),(oj
3 /0 3 3) (20)

where A is the unit vector of V P. This equation was first where the coordinate system is aligned with the principal
* derived by Gibson (1968a) and plays a crucial role in the axes of the tensor O.ij with principal values given by 8.11

rate-of-strain mixing theory proposed in that paper. etc., Pjj represents V 2V, and 8.jj, etc. are the components
Equation (17) shows the local velocity de9 4C+.D Of a of the vector V (6,j). Equation (20) shows that ectrema

scalar field consists of a convective component 4c=i tend to wove toward positions of greater symmetry,
and a diffusive component 0D=-D(V 2/1 V 61 ) . where V (0.ji) = 0, by diffusion. The diffusion velocity of

For example, when the molecular diffusivity D =0 zeno-radient points with respect, to the luid velocity ;a is

the scalar follows the fluid precisely; that is, i =i. When given by the second term on the righi hand side of Eq.
D is nonzero the diffusion velocity D may be larger in (20). When extrema achieve a nearly symmetric shape,~~or when they are newly created with maximum i
magnitude than the fluid velocity, depending on the ratio

V 20/1 v J I/L. For turbulence acting on a uniform principal values, they are convected nearly as fluid

gradient scalar field, it follows fromi (17) and the particles. When an exrvnium,. or zero-gradient-point, is

definition of the Corrsin length scale L(, that the diffusion near the end of its lifetime it tends to diffuse very rapidly

velocity because the principal values of 0i approach zero, and the
extreinut will find aid annihilate with its zero gradient

v1  D /L (18) saddle point , which also will have a large diffusion

is larger than the convective velocity velocity, for the same reason, according to Eq. (20).
vc ( L)'/ 3  

(19) Zero-gradient-points lie on unique minimal-gradient
surfaces which also tend to move with the fluid, and are

for eddies with length scale L smaller than Lc, as shown stretched, pinched and aligned with the local rate-of-
by Gibson (1968a). For Pr > 1. eddy velocities at all strain, &% shown by Gibson (1968a). From (17),
length scales (L> LK> Ll> Lc) are larger than the maximum-gradient-points, and maximal-gradient

* diffusion velocity v1). For Pr < 1, only eddies with surfaces, also respond to the local rate-of-strain.

L> L('> LB> LK have vc> vf).

From (17), when Jv1l approaches zero the 4. Laboratory measurements and numerical
diffusion velocity d 0 approaches infinity. Strongly simulations
distorted isoscalar surfaces become unstable and then The most extensive laboratory investigation of low
become multiply-connected as new isolated exirenma art Pr turbulent mixing is the Clay (1973) study of mercury
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temperature fluctuations, with Pr = 0.018, in the flow V1LC i N()(: [ NO MP[ RAI URE POWER SPLGRA of Hq
facility shown in Figure 1. Velocity fluctuations ini tile

'tW wake of the single element, 1 inch miesh grid were made &
with constant temperature hot film anemometer.

Temperature fluctuations were caused by hot and cold

water circulated through the 3/16 inch diameter grid

tubes, arnd detected with a microbe ad thermistor.

temperature ', ? 10

cod ht'Vlct probes K

Grid Woke

~L ' drive motor 10 PRO 018
1/ 0 X/M: 12

LK: 0.014 imJ

* Y~. I'Plulijin Filin 'ensor

-4 k

U Figure 2. Velocity and temperature dissipation

7' spectra normalized with Kofitigoroff scales for mnercury.

I Pr=0.018, ReM= 270,000, x/M=12. LK-0 .Ol4mui,,
mono I 0.018mm microbead thermistor for temperature and 0.125

M I mm conical platinum film sensor for velocity.UM1 0 5 - to
screen in the generally accepted range of 0.5-0.6. with n=0.6.

P=Ya:008 MERCURY FLOW FACILITY wee0=0(23k53(21)

Figure 1. Mercury flow facility of Clay (1973) is the velocity inertial subrange implied by the second

Figure 2 shows the measured velocity dissipation Kolmogoroff hypothesis in Table 1, and OK0. from (11)

spectrum k2O andl temp~eratulre dissipation spectrum for the scalar inertial stibrange cotistwoit. The Uniiversal

VF=045o for the largest gAridi Reynolds mmliilier ctmisoi, fri (12), 3, 0t.1 II hr Ilic imlicitted i,,.'rtid-

Re~m= Ml /v'-270,(XX). SplectIra id waven,,,~imobers k are dlill'usive siji ran, in IIIt i waven'I uml er ri, uge 0.014 <~ k h

normalized by Kolunogoroff length, time and scalar scales < 0.045. The factor 3.2 range of wavenumbers covered is

given in Table 3, indicated by K-subscripts. Some close to the L(:/L 0i=Pr 114 2.7 subraulge expected for

degradation of the highest wavenurnber velocity spectrum mercury temperature from Tables 2 and 3.

is shown by the droop below the universal form due to Figure 3 shows temperature dissipation spectra

spatial resolution limits resulting from the thick thermal measured by Clay (1973) in mercury, air and water
boundary layer formed in mercury. Tile sharp increase in normalized with Batchelor length, time and scalar scales,
k 2 r for kK> 0.07 is due to elvctronic noise. Universal as; indicated by the B-subscripts. The solid curves are for

S inertial subrange constants4 indicated by the spectra are mercury temperature, with grid Reynolds numbers of
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270,000, 61,000 and 21,500. The lower Re\t spectra have I I i
small and nonexistent inertial subranges respectively,

and extend into the diffusive cutoff regime at. about

ka=0.7, before the noise becomes dominant. The noise 100

spike at high wavenumbers for the ReM = 21,500 data is

at the 60 hz line frequency. The dash-dot-dash spectrum

is for air temperature fluctuations, Pr=0.7. on the axis of -

a heated jet with nozzle Reynolds number of 100,00), and

the dash-dot-dot-dash spectrum is for water temperature (k2 J)8

fluctuation, Pr=7, in a sphere wake with Reynolds

number of 27,600. The air, water and mercury spectra all 1o-2_

converge to the same diffusive cutoff spectrum at the

highest wavenumbers as predicted by hypothesis la in

Table 2. 10-3

The mercury temperature dissipation spectra of Clay

(1973) are compared to numerical simulation spectra of

Kerr (1985) in Figure 4, under Batchelor scaling. Circles -4

and triangles are for Pr=0.1, with RA=83 and 56, 10

respectively, and plusses and diamonds are for Pr=0.5 to-3  1o- 2 10-1 Ic°

and 1.0, respectively, at the larger RA= 8 3 . All spectra kB

show a remarkably precise convergence to the same ctrve

at the highest wavenumbers, within a factor of two. The Figure 3. Temperature dissipation spectra for
diffusive cutoff is very close to the 00_ k- 17,3 subrange mercury, air and water, from Clay (1973) scaled with

diffsiv cuoffis erycloe tothe~- )713 ubrnge Batchelor length, time and scalar scales from Table 3.

predicted by Batchelor et al. (1959), shown in Fig. 4 as Bthlrlnttm n clrsae rmTbe3
pr/,ect byhatheore begins at99), shown i Fr.aer Solid curves are for mercury with ReM = 270.000, 61,000-11/3, except that the subrange begins at k L ' rather
tHand 21,500. Dash-dot-dash is for a heated air jet (Pr =than at k- Lc. as predicted. However, because wavecrest 07 nagmaimwt e 0.0,adds-o

separations may be nosmallerthan about 27r LH from the 0.7) in a gymnasium with Re,) = 100.000, and dash-dot-

spectral forms in Fig. 4, the -11/3 subrange must be due dot-dash is for a sphere wake in a water tunnel (Pr = 7)
with Re1 ) 27,600.

to. uniform-scalar-gradient wrinkling rather than

wavecrest compression.

Figure 5 compares the Clay (1973) measurements of Figure 4. Temperature dissipation spectra for
mercury (Fig. 3) compared to numerical simulation datathe strain-rate-dissipation correlation coefficient E(r/LK) of Kerr (1985) using Biatchelor scaling. Circles amnd

with numerical simulation values computed by Ashurst et
al. (1986) for the Kerr (1985) data, where triangles are for the numerical simulation with Pr = 0.1

with ReA= 83 and 56, respectively. Plusses and diamonds

\r t (ux,x x() r/(u,,x/, (22) are for Pr = 0.5 and 1.0, respectively, with ReA = 83.

r is the separation distane in the streabwisv x direction

between sampling points for the strain-rate and Figure 5. Local strain-raI e-sca Iir-dissipat in

dissipation terms shown in parentheses. According to the correlatiom coefficient versus probe separation for

Batchelor et al. (1959) theory, E(r=}) should approach E(r/L,) values measured by (lay (1973) in mierc,-ry, air

zero as Pr-.0, whereas the Gibson (1968b) spectral and water by time delay, setting r=Ut based on Taylor's

theory predicts a nearly constant value of -0.5 hypothesis, compared to values commuted from the Kerr

independent of Pr. Kerr (1985) finds E(0) = -0.5 for 3-D (1985) numerical simulation by Ashurst et al. (1986).

numerical turbulent mixing of scalars with Pr = 0.1, .5, lullets are for mercury. diamonds are for air, squares are

1.0 and 2. The negative sign of the correlation reflects for water, triangles are for the numerical simulation with

the enhancement of scalar gradients in the direction of Pr 0.1, and open crosses for Pr = 0.5.
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compressive straining, where u,,, is negative, and a is plotted with direction g and magnitude cos'0. where O

decrease in scalar gradients in the stretching direction. is the angle between the scalar gradient direction and

where is positive. The agreeenet bttwee i the the compression principle axis of the rate-of-strain tensor

laboratory and numerical values of E(r/LK) is very good. e. Large alignment indicates response of the scalar

and indicates a 3 dB (hecorrlation length scale of only gradient to the rate-of-strain mixing. The average value

rt 1.3 LK. This is strong evidence that the mixing process of cos-) for Fig. 6 is 0.68, versus 0.5 if the alignment

is Prandtl number independent, depends on the rate-of- were random. From the scalar contours in Fig. 6, it is

strain, and is highly localized, clear that the best alignment occurs not only where the

Figure 6 shows the result of the analysis of 2-D gradients are small, but also where the gradients are

numerical simulation data of Kerstein and Ashurst (1984) large. Similar maps in Gibson et al. (1986) show that

by Gibson et al. (1986). Two hundred randon vortices maximum dissipation rates also occur where the scalar

prodace a velocity field which mixes a scalar field with gradients are maximum, supporting the new large

Pr- 0.1 on an 80x80 mesh. At each mesh point a vector gradient strain-mixing mechanism.
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ABSTRACT Numerical approaches are also avalaible, but
A direct numerical simulation of a turbulent they are necessarily limited to models which are

homogeneous field is used to study the decay of not too much sophisticated since many hydrodynamics
the concentration of a scalar quantity which is and chemical phenomena have to be taken into
advected, diffused and undergoes the effect of a account. Usually, the turbulent hydrodynamic part
sink term which models the effect of a chemical of the model is limited to one point closure models
reaction. The reaction rate and the one-species (such as :K-E, mixing length, ...). In addition to
formulation used herein are oriented towards the turbulence models, a particular turbulent comius-
simulation of the combustion of a premixed gas in tion model is needed to compute the mean reaction
order to study various quantities usefull for tur- rates, including the influence of the temperature
bulent combustion models. Computations yield and concentrations fluctuation. At this time, such
results depending on the "chemical time" under the models are based on particular assumptions whose
form of various probability density function (PDF) validity is difficult to assess in details, Bray
calculated from the realizations of the reactive (1980), Borghi (1980), Borghi (1985).
scalar fields.

1.2. The purpose of this work is just to study in
I. INTRODUCTION details such closure assumptions. For that, we

choose conditions which are liable to a close
1.1. The combustion modelling problems are espe- description of some phenomena, even if it means
cially difficult to handle because of real shape of that such a study-frame seems to be far from in-
chambers with possibly geometrical singularities, dustrial prospects.
chemical reactions with heat release, compressibi-
lity effects, very large highly variable characte- We focuse on the effects of the turbulent
ristics (thickness, stability, ... ). velocity field on chemical reactions, so, we turn

to full direct numerical simulation of Navier-Stokes
Probabiy the most important problem is set up and diffusion-reaction equations. Among earlier

by the interaction of turbulence with chemical study dealing with chemical reactants in large
reactions. The chemical process and their rates eddy simulations we can quote Hamlen (1984) for
are perfectly known, the calculation of global homogeneous turbulence and Mc Murtry et al
chemical rates needsin addition, the knowledge of (1985) for mixing layers.
exact instantaneous values of species concentra-
tions and temperature within the turbulent medium, In order to get the right hydrodynamic fea-
including all fluctuations. Indeed, the high non tures, we let the turbulence evolves in by itself
linearity of chemical processes is such that the without any artificial external energy forcing and
knowledge'of mean values for concentrations and we consider idealized boundary conditions, say
temperature is not sufficient in order to predict periodical ones. The computed field is a cubical
even only the mean value of reaction rates. That box which can be viewed as a surrounded by identi-
leads to a closure problem, since there is no cal box up to infinite distance in the three direc-
possibility to compute all fluctuations... tions. This homogeneity hypothesis is consistent

with description of the flow at smaller scales
To overcome this problem, some experimental (and the chemical reaction mentionned later takes

works are avalaible but always related to a speci- place at rather small scales) f-r from flow sin-
fic geometry, specific type of reactions (usually gularities such as rigid boundaries. It has proved
necessarily simple) and even, at least quite often, to be fairly useful in studying basic properties

* particular values of dimensional variables (cham- of three dimensional turbulence such as : decay
ber size, front thickness,...). laws of kinetic energy or scalar variance, subgrid

scale modelling,.
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Moreover homogeneous flows allow accurate numerical The evolution of the velocity field is gover-
methods such as pseudo-spectral techniques. In a ned by the Navier-Stokes equation
first step, we consider that the turbulence is, in -4 - .4 ) -
the mean, isotropic ; a zero shear is imposed to ( - F (3)
the flow. The non zero shear case could be forced 2 Y

later especially as regards to the reaction-front with the incompressibility condition
deformations. Anyway, in the present study, we - _
prefer to reduce the number of parameters in order . L - 0 (4)
to get only the very basic features of the turbu-
lence. The evolution of the concentration of the

specy A is governed by
The combustion or chemical reaction process .4 A i

usually involve many equations with the creation or CA I- -' v4c - I Vc- CA(4-CA(5)
disparition of many species. Of course, we don't a--74- ( )CA

have to necessarily take into explicit account the Twn major differences with usual passive
species whose life time is very short. As being scalar calculations (as in Chollet and Lesieur
interestrin very basic phenomena, we consider a (1982)) can be noticed :
very simple combustion or chemical reactionprocess . C is a bounded variable
as follows. CA is the non dimensionalized value of a real

concentration which means that the mean value of
The A species is transformed by the reaction CA is not zero ; actually it decreases with time,

into B in such a way that we consider only the due to the reaction.
evolution of the concentration of the species A:C
(the concentration of the B species can be deriveA As the chemical reaction is supposed to take
as C8 ('j ) - - CA( Jt) ) place also at small scales, we did not try any

large eddy simulations (as in Chollet (1985)) and
In the case of combustion reactions, with a limit ourselves to direct numerical simulations

large heat release, the species B can be related without any subgrid scale modelling. Then in (3)
also a non dimensionalized temperature. and (5), "- and J are the true molecular viscosity

and diffusivity.

The rate of such a combustion 
reaction is

represented usually by an Arrhenius law : The Schmidt number was chosen to be 0.72.
i _ C £ Besides any considerations of practical applicaticrs,

-- A - (1) Schmidt numbers smaller than 1 are easier to handle
in direct numerical simulations since it can be

where TA is an activation temperature, which mainly observed in numerical calculations and even in
gives to W its strongly non linear behavior, experimental results (Mestayer et al (1984) that

the dissipative scales for the velocity field and
In our case, relating T and CB to C., we have the scalar field are identical for values of

adopted a sligthly different mathematical form Prandtl (or Schmidt) number smaller than one.
instead of (I) :

is (The initial conditions (t = to) are obtained
S

4 -CA) (2) as follows : the velocity field is allowed toCA evolve from an initial field at t = 0 with a ran-
We have chosen o( = 1 and JS 5, in order to dom generator and a condition about the energy
realistically simulate the usually high activation spectrum which is limited to the large scales only
temperature in (1). E e-'xp(- Zk)

In order to focuse on the influence of hydro- ' 6
dynamical turbulence and also to make computations The velocity field involves until t= to and
easier, we assume an isothermal reaction without the resulting field at this time will be used as
heat-release. In addition to this isothermal proper- the initial velocity field with the advantage of
ty, we assume extra-properties concerning the A and the physical relevance of a field whose energy is
B species in such a way that the specific mass of the not concentrated in a narrow range of large scales
fluid (A and B species included) remains constant, and whose spatial and temporal correlations have
yielding incompressibility, been built only by the dynamics of the flow.

Z:7T/ 'C , the Damkhdler number (if'r At t = to, the scalar field is generated by
* is the time which characterizes the turbulence) is adding a mean value to a randomly generated fluctu-

the main parameter to be considered in this study. ation ; nevertheless this fluctuation must corres-
It will define the diffusion rate of the turbulence pond to a given variance rpectrum which was chosen
relatively to the reaction rate. as -E (P= )_ c -- 2-) "m kI
2. EOUATIONS AND NUMERICAL SIMULATIONS These calculations were carried out from seve-

ral values of the reactiontimer ( 'Cc.= 0.5, 2, 8
The scalar contaminant, even "chemically sec), the value of Nb being between 2 and I

reacting" is "passive" as long as the velocity sec.
* field is concerned.
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The numerical code derived from Chollet The shapes of the p.d.f. of rig. 2 show that
(1985) is based upon a pseudo spectral method, the numerical simulation does not violate the pro-
Time stepping uses leapfrog scheme with a Crank perty 0,<CA <1 ; this is not always the case, due
Nicholson treatment for the viscous (diffusive) to the numerical errors, and, it is necessary, in
term. The resolution under use is 32 x 32 x 32. order to avoid that, to use very small time steps

in the numerical simulation ; in fact, that is the
3. FIRST RESULTS AND DISCUSSIONS reason why the simulations have been limited up to

now to a relatively small time corresponding to a
3.1. In order to emphasise the global effect of small consumption of <CA>.
the turbulent fluctuations on the mean reaction

rate, the figure i compares<C >as a function of 3.3. Another very important quantity in turbulent
time computed by the full simulation and by combustion models, is a time scale of the destruc-
applying only the (wrong) equation tion of the fluctuations of the reactive spegies,

J<CA4> defined by ir < A>1 Ecwhere Ccz J< CA j ;
- <CA>(- 4 this quantity is similar to the integral A t

-- -c the velocity fluctuations -r = / e
The mean value <C 7has been obtained in the and it is very often assumed that
simulation through a spatial average over the Cr / ZT = Or is independant of the reaction
whole computation box. (see Borghi (1985)) . Since it is also assumed

that the velocity spectrum as well than the scalar
Fig. 1 shows clearly the strong increase of spectrum are in equilibrium, (with a quasi steady

reaction rate (the consumption of the reactant CA shape depending only on two quantities), it follows
is faster) due to the turbulent fluctuations ; that -C-, and Zp can be related to an integral
in fact, caused by the particular form (2), it can length scale of velocily and concentration (respec-
be shown that the fluctuations are favourable for tively). - LT/ j7 z Lc/ KL 0 and con-
the reaction at larger,<C>, but unfavourable when sequently the proportion L i i4equally holds.
(C >approaches zero, at the end of the combustion

* (see Borghi (1980)) ; fig. 1 allows to quantify Fig. 3 shows Lc ,L.f (andkr, the Taylor mi-
this effect, which is here clearly far from ne- croscale) computed during the simulation from the
gligible. velocity and scalar spectra with the frmulas

The purpose of turbulent combustion models e rE(k)

is lust to allow the right prediction of the dif- The behavior o such length scale in homogeneous
ferences examplified fig. 1, as function of and and isotropic equilibrium turbulence must be an
turbulence, when it is not possible, as usual, to increase with time ; the decrease that is displayed__perform a full numerical simulation like here. here at the begining of the evolution is due to the

relaxation of the shape of the initial spectra to
3.2. A very interesting quantity, which is very the equilibrium ; after t = 1,2 s the increase is
usefull in models, is the probability density the usual one. The ratio Lc i L-r is shown Fig.4
(p.d.f.) of the fluctuations of the reactive for two values of r. We observe first that it is
species CA ; it is used with an approximate shape found to vary with time ; it is known that the
in some mbdels, or it is calculated with a model- constancy of Lc / L-r has not to be perfectly true
led balance equations in other ones (see Borghi even without reactions (see Herring et al (1982))
(1980) and Bonniot-Borghi (1979)). In any case, in our case, the relaxation of the spectra, in the
it has been shown that such a p.d.f., in a pre- first period of time, is probably the main cause of
mixed medium in combustion can displays very that variation. Does the ratio I. / L--
large fluctuations, with a strongly non gaussian plotted figure 4 depend on c
shape. In order to precise that effect, and to quantify it,

we need to continue the simulation for a longer
Fig. 2a and b show such p.d.f. during full time, where the influence of the intial shapes of

simulations ; two values of Chave been used, the spectra will be more forgotten to answer this
and the p.d.f. are shown at different times du- question.
ring the combustion. We have chosen here to pres-
cribe, at t z to, a very large amount of fluctua- 3.4. The release of the closure assumptionrr/7-
tions, in such a way that the p.d.f. displays two cte needs further studies ofEC in presence of
peaks (one for CA 1, one for CA = 0). The fig.2 reaction. In order to do that, we have exmpied
show that, as time goes on pthese peaks dedreases the shape of the joint p.d.f. of CA and . 4 .vcAl,
due to the turbulent mixing, but this decrease is which is necessary to compute E." The figures
slowered when the reaction is faster and faster 5(a,b,c) show t e isoprobability density lines in
Z( decreasing) ; indeed the effect of the the plane C i. in the case of slow reac-

reaction is to drive the probability toward tion ( 8 A secf at different times ; the figu-
CA = 0, the effect of the turbulent mixing being res 6(a,t,c) are related to a faster reaction
to displace it toward the mean value(CA> , des- (Z = 2 sec).
troying the fluctuations. Of course, C is
itself displaced to zero by the reactioA, but at In the case of slow reaction, the shape of
a different "velocity" due to the non-linearity, the joint p.d.f. evolves very slowly ; no particu-
The unsymetrical shape of the p.d.f. can be lar correlation appears bet een I VC*1 and CA ;
explained simply by the unsymetrical shape of the lArgest values of vr(a.VCA is obtained at the
the reaction rate (2). begining for CA = 0.9, bdt, as time goes on, are
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displaced toward C 0.5 ; notice that the abso- and the "animat on" were made at theNCentre de
l lute values of 1- uis decreasing with time, as Calcul de Rouen with the help of J. CARNET and

indicated on the refevant axis. J. DUJARDIN.
In the case of faster reaction, the shape

of the p.d.f. is clearly modified ; more and
more probabilility is found REFERENCES
at C close to zero ; it appears also that
gradientP of C A are also appearing there. Con- Bonniot C, Borghi R., 1979 : Joint probability
trary to the previous case, the absolute values function in turbulent combustion. Acta astronau-
or 1VCXlare not monotonically aecreasing with tica, 6, 309-327.
time :gradients, and consequently E , are Borghi R., 1980 : Models of turbulent combustion
produced by faster reaction. The effect of reac- for numerical predictions. In : Prediction methods
tion, however, does not seems to correlate morestrongly CA and 1 CI. In pdrticular, if h for turbulent flows. (ed. Kollmann W.) A von Kar-strongly C Aeacnv I u o ulbeade it aman Institute Book. Hemisphere Pub. Corp.
t.ru~eit zeactive medium would be made with a
collection of quasi laminar flamelets, which Borghi R., 1985 : Critiques sur la mod4lisation de
could evolve almost independantly from each other, la combustion turbulente. In : Numerical simulation
one would observe, as a result of this structure, of combustion phenomena. (ed. Glowinski R., Larrou-
the correlation between C and 'CA that exists turou B., Temam R.). Lecture notes in Physics, vol.
in the laminar premixed flame. Such a correlation 241, p. 20, Springer Verlag.
schematized Fig. 7, is not apparent here. Bray K.N.C., 1980 : T rbulent Flows with premixed

3.S. Althouph we have presented, herein, statis- reactants. In Turbulent reacting flows. (ed.
tical results, the simulations per~mit a detailed Libby P.A., Williams F.A.). Topics in Applied Phy-sics. Vol. 44, pp. 115-183. Heidelberg : Springerknowledge of the scalar fields. An "animation" of Verlag.
the time evolution of isoconcentration curves
throigh a cross section of the field has been Chollet J.P., Lesieur M., 1982 : Modelisation sous
realized on a video tape ; tne steepening of maille des flux de quantit4 de mouvement et de
reaction front when'C is low, as exhibisted chaleur en turbulence tridimensionnelle isotrope.
by the previous p.d.f., is confirmed. The appa- La M6t~orologie. 29-30, 183-191.
reance of pockets of burned gases with larger and Chollet J.P., 1985 Twqo-point closure used for a
larper scales as the combustior, proceeds is also subgrid scale model in large eddy simulation. Inciearly put into evidence. Turbulent Shear Flows 4. (ed. Bardbury L.J.S.,

4. CONCLUSION Durst F., Launder B.E., Schmidt F.W., Whitelaw J.H.)
Springer-Verlag.

The numerical results presented here should Hamlen R.C., 1984 : Computer simulation of turbu-
be considered as preliminary since it appears ne- lent scalar transport with applications to chemi-
cessary to explore the phenomena in greater de- cal reaction. Thesis Iowa State University.
tails, for faster reactions and for longer times. Herring J.R., Schertzer D., Lesieur M., Newman G.R.
Nevertheless, the homogeneous turbulence in a Chollet J.P., Larchevique M., 1982 : A comparative
cubical box is confirmed to be a good prototype assessment of spectral closures as applied to pas-
to studn the basic features of natural phenomena sive scalar diffusion. J. Fluid Mech., 124, 411-437.
wh-c! c7.n take place in more complicated flows.

McMurtry P.A., Jou W.H., Riley J.J., Metcalfe R.W.,
The full simulation presented here gives 1985 : Direct numerical simulations of a reacting

results on one point mean quantities that are mixing layer with chemical heat release. AIAA 23rd
consistant with our previous physical knowledge Aerospace Sciences Meeting. January 14-17, 1985,
and the existing turbulent combustion model. More Reno, Nevada.
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A NUMERICAL EXPERIMENT ON THE DILUTION

OF A CONTAMINANT CLOUD

T. Lookman and P. Sullivan

Department of Applied Mathematics

University of Western Ontario

The dilution of a cloud of toxic or flammable non-dimensional parameter 0 = (/.) where t is the

quence, for example in the rupture of storage tanks, vortices, and allows for a comparison of the evolu-

and also one of extraordinary theoretical and ex- tion of an individual cloud with different values

perimental difficulty. The process is unsteady such of K (including K = 0) by using an identical sequence

that experimentation requires ensemble averaging of random numbers in the numerical experiment. This

and hence a very large number of events to compile model is used to illustrate the concepts outlined

reliable statistics. The tendency for the turbulent above.

convective motions to stretch contaminant into thin INTRODUCTION

strands of a conduction cut-off thickness presents When a scalar contaminant of uniform initial

severe temporal and spatial experimental resolution concentration 800 over the volume L , is released

problems. 0Li
in a turbulent flow the resulting contaminant cloud

The ensemble mean and mean-square values of is rapidly convected over large distances and sig-

concentration are not directly related to typical nificantly distorted by the turbulent motion. Here

values of instantaneous concentration found in a we consider Lo<L where L is the integral length-

contaminant cloud because of the spatial reference scale of the turbulent velocity field. The only

involved in their definition. In this paper the agency, however, that is responsible for mixing

dilution process is investigated in terms of the host and contaminant fluid is the molecular diffus-

cloud surface area in each realization, which is ivity K.

very sensitive to the turbulent convective motions The value of the instantaneous concentration

and not dependent on spatial reference, along with r(x,t) is described, in each realization by,

a relatively thin transition region over the sur- + (

face area that contains the predominant effects of t -

molecular diffusivity K. The surface area (or per- where position vector x and velocity are referred

imeter in two dimensions) is defined in terms of a in (1) to the centre-of-mass values of the cloud.

cloud with = 0 and its fractal-like structure. A For some period of time following releasq the diff-

numerical experiment is conducted on the velocity erence between the cloud described by (1) and one

field generated by a random arrangement of line described by (1) with K =0 will be a thin transi-

vortices. For each event a small square region is tion-layer straddling the cloud surface area de-

uniformly filled with contaminant points in suffi- fined by the sharp-edged boundary corresponding to

cient numbers to represent uniform concentration the l= 0 solution of (1). Using 0D, L0 and an

of contaminant. Molecular diffusivity is super- appropriate velocity scale u0 the non-dimensional

imposed on this convective field by using a random form of (I),

walk. This simple construction depends on one
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' uvr' 1V,2r, (2) where w(x,t) is the probability of being in marked

suggest fluid with K =0. The use of (3) and (4) provides,

n eC(Xt) = = / (8)that for normally high values of Peclet number (,t= 0 (8

andPe 
= 

uo LO/ the right-hand-side of (2) will only

be important over the thin boundary-laver on the c2(xt) 
= C(eo-C) " (91

cloud surface where gradients of r are high. When It is apparent from (9) that the distribution of

K=0 the contaminant is contained within the con- c'2 (x,t) will have a minimum value at x = 0 and a

stant initial volume L3 for all time, however, maximum value on the surface where C(x,tl = 60/2

distension of the contiguous contaminant fluid by with the constant magnitude (80/2) until the time

turbulent motion creates a considerable increase when the largest value of mean concentration (here

in surface area such that the total amount of mix- taken to be Ci0,t)) is equal to 00/2. Thereafter

ing through the thin surface layer when KI0 can there will be a unimodal distribution of c -(x,t)

be quite significant. Ultimately, when the layer with the maximum value of 7 at x = 0 given by

thickness becomes comparable with the dimensions C(O,t)( 0 -C(O,t)) - 00 C(O,t). In the methane jet

of the individual cloud, the above description be- experiments of Birch et al. (1978), with relatively

comes invalid and in what follows an attempt is intense mixing, the modal value of c-  along the

made to put the thin-layer epoch in the context of jet centre-line is observed at approximately

* other aspects of the cloud development. C(x,0) - 0/2 however the effects of K arc in evi-

The ensemble-average mean and variance of the dence there in that the maximum value of c-2 is
2

concentration are, less than (00/2) . Thus the overall structure of

C(x,t) = fP()de (3) the field does not appear to be very much altered

0n by K and one can infer that the thin-layer descrip-

and tion should be valid at C(0,t) - 6o/2. We note2

c'2(x,t) = 2 (-C) P(O)dB (4) in passing the effects of the size of the initial0 3volume L0 implicit in this prescription of the
where P(0;x,t)de = {prob. 9:r-e+d). As shown in thin dissipation layer epoch in the cloud evolu-

Chatwin and Sullivan (1979), . tion

t- al (C2 c-)dV = -K f (vr)2dV (5) A further consideration is the cross-over

space space point where the two integrals on the left-hand-

so that when K =0 side of (6) are equal. Assuming, for simplicity

2 3 and specificity, a simple uniform distribution ofI CdV + f c' dV = 0' L' (6) VOo
all all C(r,t) = ( , r, R(t); C(r,t) 0, r> R(t) (10)space space 4R3(t)

and the entire process consists of the transfer of then using (9) and (6) one observes the cross-over

f C2dV = 62L3 at t= 0 to f C,2dV = as t. to take place when C = 60/2. Thus one expects, in
0 0 00-

That is, the only mechanism that takes c'2 out the light of observation on the Birch et al (1978)

of the system is K as shown in (5). One notices jet result, that the dominant activity in the

in (5) that it is the square of the gradients of cloud for (at least) C(O0,t) > 00/2 is the conver-

concentration in individual clouds that gives rise sion of fC 2 dV to fc12 dV as per (5). This

.I, to the dissipation of 7 and which, at small criterion is relevent to the suggestion of Toompuu

times, will be significant in a rather thin layer (1985 where, in a discussion of the Chatwin and

at the cloud surface. Sullivan (1979) result given in (6), suggested

It is of interest to consider P(8) for P=0, that the conversion to fc'2 dV occurs explosively

which is at small time and that the overall process is one

P(0;x,t) (1-T)6(0) + '6(0-0 0 ) (7) of decay of f c'2 dV.
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It is useful here to consider the contaminant That is the (diminishing) reRion surrounding C(Ot)

concentration values that are found within the con- remains the special core region in that (in each

served initial volume when K = 0 (primal fluid) as realization) these positions are always in primal

opposed to the lower concentration values found fluid of relatively high concentration.

outside of this volume (amorphous fluid). One can During the period for which C(0,tJ Z 90/2 one

define a joint probability density function expects P(O,t) - C(O,t) with not much variation.

i(prob 8 T 0 d@ Then by defining T(t) to be the average thickness
M(e,;x,t)ddn rob < n + dr,(11) of the cloud surface layer when A(t) is the cloud

suraceare-deind using K =0 contaminant, and
where the ri and 6 contaminant occupy the same ini- surface area-define

tVi(t) the volume of fluid interior Lo the transi-
tial volume L

3 
in uniform concentrations 90and '

0 tion layer, conservation of mass provides
and for which molecular diffusivity for e is K a 0

and for n is Kn = 0. Then the marginal distribu- ViC(Q,t) + A(t)T(t) 2QLt = L
3 
0

tion P(e;x,t) is found to be C(0,t)
where has been used to approximate the

P(6) = (Il-,)q (0) + 7p(6) (12) 2

where p(o) is the probability density function of average of the concentration values found in the

concentration values found within the conserved transition layer. The ensemble average of (14)

can then be solved for this fraction of the ori-
volume for the release of contaminant with t = 0n
(primal fluid) and q(8) is that for the contamin- ginal contaminant volume that remains at the (rel-

ant outside of this volume (amorphous fluid). The atively high) value of -C(O,t). That is,

I p(e) will invariably range over higher values of 8 vi(t) 1 A(t)T(t) (151

than will q(6) and there will be some degree of L0  -

overlapping. In the context of the thin-layer Equation (15) is just the decomposition of contam-

description one would want P(6) to be dominated by inant into occupied volumes (in this case two

the primal fluid described by p(8). This would be discrete volumes) discussed in Chatwin and Sulli-

generally true for r - i. We see that the ensemble van (1977) in a more general context. A consis-

average of (1) tency check of (15) should be available using (5)

_C + 7. (u-r) = K V2C (13) wherein,
d f (C2+ )d" -=(Ot) ( 16

is, to a good approximation, relatively unaffected dt all c12)dV (16)

by K everywhere (here, by contrast with the thin- space

layer description, C= is made smooth in x by en- Direct measurements of T(t) and A(t) are not

semble averaging) and the right-hand-side of (13) attainable experimentally. A reasonably non-

can be neglected such that (8) is almost always a specific, random flow field can be generated using

very good approximation. Thus using (8) when a digital computer and with which the behaviour of

C 600/2 then r = I and one infers that for times quantities like A(t) and T(t) can be assessed and

for which C(0,t) a 0/2 the primal fluid described in particular as these are related to other, more

by p(e) in (12) will be a dominant factor and the readily measured, statistics of a diffusing con-

thin layer approach should be relevent. As t-- , taminant cloud.

7- 0 and from (12) P(0) - q(O) such that all of
A SIMULATED RANDOM FLOW-FIELD

the dominant dilution aspects of the cloud involve

previously well mixed contaminant that has dif- The two-dimensional flow-field for an odd

fused out of the conserved volume used in the def- number of line-vortices with circulation ti of

inition of (11). This range of 7t is also one in equal magnitude (Lamb 1932, p.229) satisfies

which the 'core-bulk' structure given in Chatwin

and Sullivan (1980) will most certainly be appli-

cable even though the value of K is non-zero.
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S

7-V = 0 unit area, determined to be the average distance-

Vxv = 0 neighbour distance (Chandrasekhar 1954, p. 86).

= BEX . Hence one can non-dimensionalize withi1 2
Y (17) t' : tK/L 

2
, X = XK/&!JL, v' = iv/til, r, = neY B ZY t =-i

Sso that the convective diffusion equation becomes,

= B EC i(X-X) 2 - u " -r = -,2-Fi t 7i(i
- Y  

-7 rC ' -2 7127 + 218)

with B =ZK 1 and depends on the one parameter d / In

where X,Y, are constants and v is the velocity practice the fixed length used in the random-walk

and X. and Y. are the co-ordinate locations of the component of the displacement is =t(It'/i,/,1 1

line-vortices in a laboratory frame of reference, where '.t' is thesmall time-increment used in ad-

Fach event of the present experiment consists of a vancing the position of the particles and of the

random selection at t=0 of independent vortex- vortex-centres. It is found, for example, that

centre locations for the 21 (typically) line vor- the relevent time for which r' - 1/2 in the Intro-

tices in use from a uniform distribution on a 30 duction occurs for ¢ =0 4 at t' = 6.

unit square domain with the proviso that no two One of the real advantages of this arrange-

centres could be within 2 units mutual distance. ment is that a cloud can be produced for iden'ical

This procedure provides a working section of the initial conditions and subsequent random motion in

central 15 unit square region for which the velo- each event with K =0 and K* 0 foi comparison. It

city statistics are, to a good approximation, both is then more convenient to use arbitrary but con-

homongeneous and stationary. A discrete time step sistent dimensional variables. For comparison the

is used to change the location of the vortex cen- above relevent time where = 60/2 is t =2 time

tres (due to their mutually induced motion) that units for € = 1

is sufficiently small (typically Lt = .001 with PRELIMINARY RESULTS

1 1000) so as to ensure the invariant proper- Two immediate objectives in this study are to

ties of (17) over the period of experimental runs. define a measure of individual cloud average-

More complex configurations of this flow field thickness T(t) and of perimeter P(t).

have been used by others to simulate various as- The difference between two contaminant clouds;

pects of turbulent flows (Base 1981). one with K =0 and the other with K 0 (all else

A basic experiment consists of following the remaining the same) is a region surmounting the

positions of (up to 50,000) particles released at sharp-edged perimeter delineating the interior

t=0 on the central 1 unit square within the work- (F = 00) and the exterior (F =0) of the c =0 cloud.

ing section. The working section is subdivided Consideration of concentration values along a

into a square grid and concentration values radial line emanating outwards from the cloud

rj(Y i,Yi,t) are simulated by counting the number centre-of-mass and the use of the parallel axis

of particles in realization r. on the grid square theorem of moments-of-mass leads to the practical
J

centered on (X ,Yi) at time t. The starting pro- definition 2 2
a -o 0

cedure is repeated a number of times to determine T(t) = - 0 (19)

ensemble average. Molecular diffusion effects 273
0

are introduced by the superposition of random- 2 2

walk motion with a simple ± !X and independent w e and 00 are the second moments-of-mass

± 6Y fixed increment to each particle displacement about the individual cloud centre-of-mass and the

with the sign determined from a random number gen- subscripts denote a cloud with K 4 0 and K = 0 res-

erator. pectively. The behaviour of T(t) is made complex

The velocity field has an intrinsic length by the dependence on the interaction of effects of

L- 1/2n where n is the number of centers per molecular diffusivity K with the convective flow
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field. Contaminant is diffused through the cloud non-turbulent region is a fractal or not

surface (with K =0) and hence into regions of diff- (Sreenivasan 1986).

erent convective velocities than met with by con- A fractal object has associated with it a

taminant remaining within the cloud surface. Gen- characteristic dimension D which forms a measure

erally speaking, o2(t) in relative diffusion is of its roughness or fragmentation. The fractal

predominantly governed by convective turbulent mo- dimension D is defined as

tions that have a significant gradient over length- D = 9N 122

scales comparal- with a(t). This is an acceler- og(1/c)

ating process in turbulence while a(tJ<L and as is where the object is thought to be made of N parts,
each of which is obtained from the whole by a re-!

found to be the case for the initial release con-

ditions and velocity field outlined in this exper- duction of ratio . Thus a straight line has

iment in 52. One may expect the growth-rate of fractal dimension D= 1 and a plane D= 2. Departure

Tft) at a particular time in the cloud's evolution from these Euclidian values indicate self-similar-

to be dominated by the shear effect on the existing ity over certain length-scales.

layer. That is, It is thus of interest to determine if the

dT du uL boundary of the contaminant cloud ever behaves

T- T.-T 2 like a fractal object as it disperses through th(m

and, replacing the local length-scale L with a field generated by the vortex-centres. The most

and the product of the local velocity-scale and L direct method of determining the fractal dimension
d oF of the interface is to cover it with area elements

with - , then
-- of decreasing size and note how the perimeter

I dT 1 d changes with the resolution P of these square ele-

T (21) ments. If the interface is a classical object the

that is, perimeter will initially increase with decreasing

T( - n size of the square elements but will soon asymp-

tote to a fixed value which is the true perimeter.
where overbars have been used to denote ensemble If the interface is self-similar the perimeter

averaged quantities. Thus (21) suggests that the will continue to increase, and, although the peri-

functional forms of T(t) and (7t) are the same meter increases indefinitely, the ratio of the

except for the exponent n. Figure 1 shows the re- number N of perimeter elements required to cover

suits of a small pilot study where (19) appears to the interface and their size o are related by

be verified with n =2.7. The thickness appears to (22).

grow more rapidly than the cloud size but remains Figure 2 shows the number of perimeter ele-
reasonably thi (iows -h numbe of aperit=tereit-

reasonably thin (i.e. - 1% of c0 at t= .2 with ments as a function of resolution p for relatively

0 = 10 ) over the times when F(O,t) ,' 0/2 dis- early times. The straight line with slope almost
cussed in 1. one indicates that, at least initially, the peri-

An individual cloud perimeter can, in princi- meter of the cloud behaves like a classical object.

pal, be defined for a cloud with K =0. In any Of course the length of the perimeter can be di-
practical sense the measured perimeter value will rectly determined as a function of resolution o

depend upon the length-scale of resolution for from Figure 2. Trials using a number of different
scales greater than the continuum scale, initial configurations of centers at time t= .02

Recently there has been much interest in des- were found to be straight lines with the same

cribing fluid flow in terms of fractals which are slope as shown on Figure 2 and with a translation

objects that display self-similarity over a wide separating the different trials, It remains to be

range of scales (Lovejoy 1981, Daccord et al. seen whether or not a fractal dimension D4 I will

1986). For example, efforts have been made to obtain for the perimeter for longer periods in the

determine if the interface between a turbulent and cloud evolution.
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The perimeters for a cloud with K cO and Chatwin, P.C. and Sullivan, P.J. 1979, The relative

which are appropriate to the use of (14) are found diffusion of a cloud of passive contaminant in

from the displays given in Figure 2 and from the incompressible turbulent flows. J. Fluid Mech.

value of the average cloud thickness. The surface- 91, 2, 337.

layer with thickness T(t) that results from K JO Chatwin, P.C. and Sullivan, P.J. 1980, The core-

will erradicate wave-lengths on the perimeter bulk structure associated with diffusing clouds.

comparable with T(t). Thus the value of the peri- In: Turbulent shear flows 2 (ed. Bradbury et al)

meter corresponding to the resolution given by p. 379, Springer-Verlag.

T(t) leads to the operative value of P(t). At Daccord, G., Nittman, J. and Stanley, II.E. 1986,

small times dissipation of c 2 occurs at the high Fractal viscous fingers: experimental results.

wave-number part of the spectrum (comparable to In: On growth and Form (ed. Stanley and Ostrow-

T- 1) and physically at the perifery of the indi- sky) p. 203, Martinus Nijhoff Pub., Dordrecht.

vidual clouds. The reasonable degree of correla- Lamb, Sir lorace, 1932, Hydrodynamics, 6th ed.

tion observed between a0 and P for individual Dover, New York.

clouds suggests that, on average, the same local Lovejoy, S. 1981, Area-perimeter relation for

events in the random velocity field are respon- rain and cloud areas. Science, 216, 9, 185.

sible for increasing o0 and for increasing the Sreenivasan, K.R. and Meneveau, C. 1986, The frac-

perimeter, tal facets of turbulence. J. Fluid Mech. (in

One concludes from these preliminary results press).

that it is worthwhile to undertake a more compre- Toompuu, A. 1985, A phenomenological model for the

hensive study with more thorough ensemble aver- passive scalar variance transformation in a tur-

aging and with a wide range of € leading to a cri- bulent fluid. Int. J. Heat Mass Transfer, 28, 9,

tical appraisal of (15) and (16). 1773.
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Simultaneous Velocity and Concentration

Measurements of Turbulent Jet Flows

T. H. Chen
A. J. Lightman
P. P. Yaney
W. J. Schmoll

University of Dayton Research Institute
Dayton. Ohio 45469

ABSTRACT and nonreacting Jets. In the nonreacting jet,

An integrated Laser Doppler Anemometry- the coherent structures show up at the interface

Laser Raman Spectroscopy (LDA-LRS) System is layer between the Jet and annular fluid. In the

used to make time- and space-resolved reacting Jet, the structures appear both inside

simultaneous velocity and concentration and outside the flame sheet. Inside the flame

measurements In CO2 jet flows. The purpose of sheet, where the mixing of fuel and oxidizer
2_ takes place, the large structures promote more

this experimental study Is to investigate the

detailed turbulent transport of mass and efficient mixing. Outside the flame sheet.

momentum in the near-Jet region within 20 Jet where the hot gases from the thermal plume and

diameters. The results are analyzed to develop the cold gases from the ambient field meet, the

better understanding of the role of the large- coherent structures play an interesting role.

scale and small-scale structures in the mixing These structures, driven by the velocity

p s differences and buoyancy, can couple with the

flickering of the jet diffusion flame.

1.0 INTRODUCTION If spatially and temporally resolved scalar

measurements cannot be made, the researcher has

Since turbulent mixing and combustion to study the flow field by the information

processes are very complicated, the flow gained from velocity measurements. The

geometry chosen for studying these processes important scalar properties were modeled by

must be simple. Jet flow is an ideal choice assuming values for the Prandtl and Schmidt

(Schefer and Dibble. 19861 because it has simple numbers. However. many researchers have started

boundary conditions. to question the validity of these assumptions.

To understand the development of the jet For example. Chen and Driscoll (1983). proposed

flow, the detailed characterization of the that the rotational motion of a vortex

Initial transport processes near the Jet exit transports scalar quantities more efficiently

must be made. Unfortunately, few research than it transports streamwise momentum.

efforts have examined this flow region (List. Therefore, the use of closure formulations based

1982]. Several researchers (Yule. 1978; Liu, upon velocity fluctuation alone to describe

_ 1974] have found that coherent vortex rings turbulent Jet flows involving scalars could lead

exist in the flow field near the Jet nozzle, to wrong results.

under certain flow conditions. A recent study The flow near the Jet nozzle is by no means

(Roquemore. 19861, using a laser-sheet lighting a fully developed turbulent flow. It consists

technique for flow visualization, has shown that of a potential-core region and a transitional

coherent structures appear In both the reacting
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region which is formed by a combination of both large-scale and small-scale structures in

wave-like structures and organized structures. the mixing processes can be examined.

Since the mixing processes near the nozzle tip In this study, measurements were made at

of the jet influence the behavior of jet locations within 20 jet diameters. i.e. 20 cm.

diffusion flames [Peters and Williams, 19831, it of the exit. Typically, more than ten axial

is important to examine the detailed transport stations were chosen for the radial scans. For

of mass and momentum in that particular flow the radial scan at each station there were 30 to

regime. 40 spatially chosen measurement locations. At

each position 4096 sets of simultaneous CO2 and

air concentrations with axial and radial

2.1 Flow Apparatus and Test Conditions velocity data are collected.

A schematic diagram of the flow apparatus 2.2 Integrated LDA-LRS System

designed to study the nonreacting and reacting A schematic diagram of the integrated

Jet flows is shown in Figure 1. A tapeped LDA-LRS optical diagnostic system, designed to

round nozzle is used to introduce the Jet into perform the simultaneous velocity and

an annular, co-flowing air stream. The inner concentration measurements, is shown in Figure 2.

diameters of the central and annular jets are Both the LA and LRS optical techniques are

10 a and 80 -, respectively. Two electronic nonintrusive, which is desirable for performing

* flow control units are used to set and regulate these space- and time-resolved measurements.

the required flow rates. The whole Jet-flow The two optical probes were focused at the same

apparatus is mounted In a 3-axis transversing location. In addition, electronic and software

base which allows accurate radial and axial systems have been integrated so that the

scans to be made under computer or manual simultaneous measurements could be made and

control. analyzed. Detailed descriptions of this
In this nonreacting Jet flow study, CO2 was integrated LDA-LRS system have been published

chosen for the central Jet for two reasons: it [Lightman et al., 1986].

has the same molecular weight as propane, the For the study of a given flow condition.

fuel commonly used in reacting flow studies; measurements were made at a minimum of 400

and the CO2 molecule provides a strong different spatial locations across the entire

rotational Raman signal, suitable for species r-z plane. To handle this massive amount of

concentration measurements. The N2 molecule data, sophisticated software was developed which

from the co-flowing air stream provides the included graphics and file management routines.

second probe species for the Raman

measurements. 3.0 RESULTS AND DISCUSSION

The Jet exit velocity chosen, Uj, Is 8.0 m/s;

the exit velocity for the annular co-flowing air 3.1 Spreading Rate and Decay Law

is 2.0 m/s. This flow condition was selected The contours of axial velocity and

from the studies of flow visualization at CO concentration are shown in Figures 3 and 4.
various flow conditions. In this particular 2

flow condition, organized large structures The axial velocity is normalized by the jetvelocity, U , and the annular air stream
appeared near the Jet exit and turbulent velocity, Ua , as follows:

small-scale structures developed further

downstream. Thus, the contribution of U * (U - U )/(U - Ua )
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where Figure 5. The half-jet width is defined as the

: mean axial velocity to be normalized. diameter of the boundary where the value of the

Uj: exit jet velocity, velocity or that of the concentration is half

U : annular jet velocity, the value at the jet center. The value of

U : normalized velocity. rh, u increases slowly within the potential core

and shows a linear increase downstream of the

After the above normalization, the value of Un  core. The value rh. c takes a sudden jump at the

at the jet exit is one and the value at the end of the potentiai core defined by concentra-

annular exit is zero. The concentration of tion. which is 2 to 3 jet diameters. After the

CO2 is a non-dimensional scalar and also has the jump, the value of rh, c increases at the same

value of one at the jet exit and zero at the rate as rh.u. For this particular jet

annular air stream. Direct comparison of configuration and flow condition, the first

velocity and concentration contours Immediately coalescence of vortices occurs at around 3 jet

shows distinct difference between velocity and diameters downstream from the nozzle tip. The

concentration distribution. The velocity formation of a bigger vortex at that point

contours show the well known velocity behavior accelerates the spreading of the CO2 concentra-

of a jet flow. The potential core extends five tion profile Figure 6 shows the decay law of

to six Jet diameters. The concentration the value of velocity and concentration at the

contours show that the potential core defined by jet center. Consistent with the results shown

the CO 2 concentration extends only 2 to 3 jet in Figure 5, the decay of CO2 concentration

diameters and that the concentration decays much takes a sudden dip at the same point that the

faster than the velocity. At the end of the sudden increase of spreading takes place.

velocity potential core, the CO2 concentration Quantitative comparisons of the spreading

has been decreased to less than 0.7. That means rate and decay law of velocity and concentration

at least 30% of the co-flowing air has already suggest that the velocity and concentration are

been entrained into the jet center. One transported differently by the organized

possible cause for this peculiar result is that structure that exists at the transitional region

organized vortex structures exist at the near the nozzle tip. Inside the velocity

interface of the jet and co-flowing air stream. potential core, a substantial amount of the gas

The rotational motion of these vortices engulfs entrained from the co-flowing stream has been

both the CO 2 and air streams by the roll-up found. Thus, the conventional assumption,

processes. Rolling across the vortex layers, that there is no entrainment inside the

the scalar quantity may retain its identity, potential core for the prediction of a lifted

whereas the streamwise velocity will lose its flame, needs to be re-examined.

axial momentum to the rotational momentum and

0 thereby lose its identity. Due to the effect of 3.2 Velocity and Concentration Fluctuation

vortex motion, the streamwise velocity will not

fluctuate as much as radial 
velocity and

concentration. (This observation is further square (rms) value of u, v, and c, as well as

covariance, u'v', need to be normalized. Thesupported by the experimental results to be

shown later in Figures 7 and 8.) jet velocity, Uj, is chosen as the reference

Fvelocity. The normalization of u', v', c'. andFigures 5 and 6 show some of the moreuv - - isdnasflos

u'v is done as follows:
relevant information contained in the previous

figures. The half-jet width of axial velocity, .n - '/Uj

rh, u , and CO2 concentration. rh c , are shown in n j
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u v = SIGN(u'v).Wri- ? I/U. The contours of M(u) and M(v) are compared with
C' n  =c'/1.0 ithe contours of u'n and v'n respectively, and

e strong similarity is found. The minimum
The contour lines of constant u' and mixedness occurs at locations where the maximum

n fluctuation occurs. The shapes of the contourv ' n a r e p l o t t e d i n F i g u r e s 7 a n d 8 r e s p e c t i v e l y . l n s o i e n s n l c u t o l o l o

The maximum value of u' appears at the location lesyofimixadne d lctuai n lma l on

z/D - 4. near the end of the velocity potential very similar. The direct link between these two

core wher- the shear layer converged. At this quantities should allow us to examine the mixing

point, the wake effect of the nozzle wall begins of the flow using only one of them. Therefore,

to disappear as well. The shape of the the contours of the mixedness of velocity u and

v' contours looks very similar to that of the v, M(u) and M(v), are not shown here. However.

n maximum appears the relation between M(u) and u' is found to ben n

at the same location where the maximum of given b,,:

c' takes place; see Figure 10. The maximum M(U) -1.0 - (u'/(U U constant.

value of v' is measured to be 17.0% and u' to a
n n

be 15.0%. The rm fluctuation and mixedness of velocity

The contours of u'v' are shown in Figure and concentration show that strong entrainment.n

9. The maximum magnitude of u'v' occurs induced by the organized motion, is taking placen
between the areas where maximum un and v' are in a region between Z = 2D to 6D. The fact thatn n

taking place. The higher the value of u'v'. the mixedness reaches its minimum means that the

better u and v are correlated. This good entrained gases do not mix well in a microscopic

correlation between u' and v' could be the level.

natural characteristics of the organized Figure 10 shows the contour lines of

structure. At the center of the jet, concentration fluctuation, (c n), of CO2 gas.

axisymmetry does bring the magnitude of u'v' to The maximum fluctuation of concentration occursn
a minimum, closer to the nozzle tip than that of the axial

The mixing introduced by the organized velocity fluctuations. This result is consis-

motion is considered as macro mixing. This tent with the mean measurement of velocity and

macro mixing process, due to large entrainment concentration. Both the mean velocity and

of two streams, initiates better mixing which concentration profile spread very slowly up-

will be completed by the molecular micro mixing stream of the potential cores defined by

following the more complete development of the velocity and concentration. Near the nozzle

turbulence. To re-evaluate this well recognized tip, the radial gradient of CO2 concentration is

mixing theory, the mixedness, N($), of the infinite, whereas the radial gradient of the

measure velocity signal is computed as follows axial velocity is finite due to the presence of

[Icoop and Browand, 1979]: the wall effect from the nozzle. The potential

core defined by concentration ends earlier than

( T H(')(%-4)dt . IT H(i-#)(T-)dt the potential core defined by velocity,
0 o 0 indicating that the CO2 concentration mixed more

o H(0-1%-)dt / H(0-*)( -T~dt efficiently. Therefore. the vortex motion may

transport the scalar concentration across the
The mixedness could be considered as the measure shear layer more efficiently than it transports

of the completeness of the mixing. A mixedness velocity.

of one indicates that the mixing is complete.
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In this jet study, all the measurements are where

done within 20 jet diameters. The similarity ui  instantaneous axial velocity.
stage of the flow caanot be reached. It is U mean axial velocity.

therefore very interesting to observe how the v.i  instantaneous radial velocity.

velocity and concentration fluctuate within the V mean radial velocity,

flow region, which includes the transitional ci  instantaneous CO2 concentration.

regime. Figure 11 shows u'n .  n v' . c' and C mean CO2 concentration.

u'v'n for z = 2D, 4D. and 12D. At Z = 2D. the Figure 13 shows 5'7 and 7' at Z - 2D, and

value of c' is the largest, followed by v' n 18D, respectively. Comparing the profiles ofn 'n

and then by u' , At z - 4D. the value of u' v'c' at these two locations, we find that then n
v n c' are almost the same In the higher shear value v'c has dropped by an order of magnitude

areas. Further downstream. u' becomes greater, from 2D to 18D. At Z - 2D, v'c' is larger thann

followed by c' n and then by v' n' In all. c' n is u ,c' whereas at Z - 18D, the magnitude of 77Ec

greater than v' n. The value of u'n is the is smaller than that of u'c'. Similar trends

smallest in the beginning, and then surpasses were found by comparison of u' and v' as shownfl n

the value of c' n and v' n later on. in Section 3.2. In various boundary layer,

Figure 12 shows more detailed pictures of shear layer, and jet flows, u' is usually

the values of u', v' and c' normalized by their greater than v' in the relatively well developed

values at the jet center, um v' and c' • The turbulent regions. Conversely, the radial

values of u'v' are normalized by u's since velocity fluctuations and the mass flux are

uv'v is zero. The radial positions have been generally larger than similar quantities in the

normalized by the half-jet width of the velocity axial direction at the transitional flow region

profile. From this figure, the maximum u' and near the jet exit.

v' occur very near the radial location where The radial profile of the ratio of radial

maximu u'v' occurs. The maximum u'v occurs at and axial mass fluxes at Z - IN8 is depicted in

the radial position where the radial gradient of Figure 14. Due to the axisymmetry. the mean

the axial velocity is maximum. Since the mass flux across the center line in the radial

profile of the concentration spreads wider than direction, v*c' will be zero, as was shown in

that of the velocity, the radial position where Figure 13. Since the location of Z = 180 is not

the radial gradient of the concentration and too far away from the jet exit, the correlation

c' are maximum is correspondingly further away between the axial jet velocity and jet speciesn

from the center line. (CO 2 concentration). Is still present. The

ratio of v'c to u'c' must be zero at the jet
3.3 Joint Velocity and CO2 Concentration center at this station. It then increases to

Measurements about 0.5 at the radial position where the
maximum v'c? and '~ take place. The ratio

2 stays fairly constant across a great part of the
turbulent fluctuations in the axial and radial

diretio ar defnedas:jet cross section. Further away from the centerdirection are defined as:

line, both v'c' and uc' go to zero and the

77 ratio of these two quantities increases to one.

IN uc (u I -UJ [c 1 C] It can be concluded that in flow regions

sufficiently downstream and away from the jet

center, the assumption of constant ratio of v'c
N

Ni -i  _ t [ci _ and u'c' used in efforts to model the jet flow
1. is probable.

52-5

'' , 1 10 1 1 1



The three-dimensional plot of a turbulence is around 0.7 in the high shear area. At the

production term. location Z - 18D, further downstream from

the jet exit, the value of a is actually
- v'c 8C/6r, c

smaller than the value of 17 as shown in
V

across the r-z plane is shown in Figure 15. As Figure 16. The turbulence Schmidt number Sc

was pointed out by Launder (1978), the stays fairly constant across the high shear

production term is significant only in areas section. From Figure 17. this value is shown to

where wall effects or high shears exist. The be around 1.4. Since the radial gradients of U

radial gradient of E Is maximum at Z - 0, but and C go to zero near the jet center, the values

the value of u'T' does not reach its maximum due of a c and av are very uncertain. Therefore, the

to the radial suppression of the initial shear value of Sc near the Jet center probably is not

layer development near the nozzle tip. As a very significant. Again, across the high shear

result, the production peaks up very close to section of a jet flow, the assumption of

the region where maximum c' is taking place. constant turbulence Schmidt number is probably

Without considering the radial scale factor justified for the downstream flow region where

r, we could define turbulence mass and momentum the principle of similarity is applicable.

diffusivities ac and av by: 4.0 CONCLUSIONS

a c - /8C/r Studies of turbulent mixing of a

a = -- 7u'/4j/6r CO2 axisymmetric jet with a co-flowing air
v2

stream were carried out. The emphasis is on the

where flow field within 20 jet diameters. The tran-

v'c' : radial CO2 mass flux, sitional flow region, consisting of a potential

6E/6r: radial gradient of mean CO2  core, wavelike structures, and organized

concentration, structures is examined and is compared with the

v'u' : radial momentum flux of axial following flow region where small-scale

velocity, structures develop.

0/6r: radial gradient of mean axial Both the independent and the simultaneous

velocity. velocity and concentration data were examined to

Figure 16 shows profiles of a and a at the determine the effects on the scalar versusc v

location of Z - 2D and 18D, respectively. At velocity mixing processes due to the presence of

both locations, it is clear that even if the the large-scale versus small-scale structure in

values of fluxes and radial gradients have their the jet flow. Many consistent observations

maxima at the same radial position, their presented here deserve emphasis. Due to the

ratios, which were defined as turbulence presence of the organized structures, the flow

diffusivities. still peak at that point. In region from 2 to 6 Jet diameters downstream

other words, the mass and momentum diffusivity possesses the following characteristics:

are not constant across the jet as shown in i. Concentration was transported more

Figure 16. The turbulence Schmidt number which efficiently across the shear region

is defined as the ratio of av to ac: where mixing between CO2 and air occurs.

As a result, the potential core of

a concentration is shorter than that of

Sc " velocity. Consequently. the concen-
tration profile spreads wider than the
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velocity profile by an offset which mixedness of velocity and that of concentration

occurred from location Z = 2D to 6D. are minimum in that region. Premixing between

2. Maximum c' and v' occur at the area near jet fluid and co-flowing fluid takes place in

Z - 2D, whereas maximum u' occurs at the the near jet region at the macroscopic level but

area near Z - 40. not at the microscopic level. Turbulent mixing

3. Relations among rms fluctuations of has not yet approached local and temporal

axial velocity, radial velocity, and uniformity.

concentration were found to be: Finally, differences are observed between

c n U'n the spread rate. decay law, fluctuations and

which indicates that significant radial mixedness of concentration and of velocity in

entrainment across the shear layer is the jet flow. In the near jet region, radial

taking place at location from Z - 2D to turbulence passage is significant. To model the

60. flow in the near-jet region correctly, the use

4. Radial mass flow, v'c', Is greater than of closure formulations based upon velocity

axial mass flux, u'c'. fluctuations alone to describe turbulent jet

5. The turbulence production term, -v'c'. flows involving a scalar must be reconsidered.

6d/8r. is maximum near the location where In addition, the fact that the radial

c' and v' are maximum. In the same fluctuation is larger than the axial fluctuation,

area, v'c' also reaches Its maximum. and better correlated with concentration,

6. Turbulence mass diffusivity, c , is indicating strong entrainment in the near-jet

greater than turbulence momentum region, has to be taken into account.

diffusivity, a . Across the high shear
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PHASE AVERAGED MEASUREMENTS USING

A 3 COMPONENT LDV SYSTEM

Rajan K. Menon
TSI Incorporated
St. Paul, MN 55126

ABSTRACT phenomenon. This phase information is

A flow field is completely defined by generated from the once per cycle signal

the three orthogonal components of velocity, input into the system (Model 1999). The time

The method used to measure the three period of the cycle (360 degrees) is divided

components of velocity is important since the into 9000 parts to provide very good angle

* introduction of any probing device affects (phase) resolution. The system is also

the flow field. The non-invasive LDV capable of examining data from the complete

approach is ideal for measuring complex flows cycle or portion of the cycle. Examining

and measurements of all tbree components of data from portions of the cycle, omitting

velocity. It not only provides information data taking during, etc., can provide insightinto the difference between the naueof the

on the magnitude and direction of the flow nature

but can also lead to key information on phenomenon during various stages of the

transport mechanisms. periodic process. This feature, when

The flow field associated with a selected, can also reduce the experiment

periodic phenomenon is studied using an LDV duration. The software package provides the

system. The flow field at the exit of a fan ability to control the phase angle resolution

is measured to examine the dynamic nature (by lumping positions together) to suit

associated with the periodic phenomenon periodicity of the pheonomenon being studied.

(blade passage). Each velocity measurement - all three

The purpose of the paper is to outline a components - along with the phase information

method by which the periodic nature of the is collected by a DEC PDP 11/23 computer.

flow field and its properties are extracted The data thus collected is analyzed to obtain

from the simultaneous measurements of three various statistical properties. The dynamics

of the flow are obtained by phase averaging
components of velocity, using an LDV system.

The software package (RMP) extracts the phase the input data. Phase-averaged mean,

averaged results from the individual turbulence velocities for each orthogonal
maue t component shows the periodic nature of the~measurements.

A three color, three component LDV phenomenon. In addition, cross correlation

system (System 9100-12) is used to make values, projection of the velocity vector in

measurements of all three components of various cross-secional planes, higher order

velocity, simultaneously. These statistics. etc., are obtained.

instantaneous velocity measurements are

0tagged with the phase information of the
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measurement. The velocity field in such aI. INTRODUCTION
situation could be decomposed into

Fluid flow related aspects influence the

performance and design of countless products

encountered in everyday life. Power u . u + <u> + u' (1)

generation, fluid mixing, and rotating

machinery are only some of the areas that where u is time averaged value, <u> is the

involve the need to understand the details of periodic contribution, and u' is the

fluid flow. Since many of the phenomena of turbulence contribution. From phase

interest are complex, the understa ding of averaging the velocity measurements <u> is

the fundamentals as well as the va:ious obtained. Further details can be found in

aspects of fluid-machinery interactions Reference 4 (Hussain 1977).

demands information of the three dimensional In this paper, the simultaneous

nature of flow field. Dynamic range, measurements of the three components of

turbulence levels, high temperature, and velocity are phase averaged to obtain the

environmental conditions make flow periodic nature of the flow. The focus here

measurements difficult. Laser Doppler is more on the method and not so much on the

Velocimetry (LDV) technique provides the best mechanics of the flow.

opportunity for measuring 3D velocity field

in such complex flows. For example, Yanta 2. SCOPE OF THE WORK

and Ausherman (1981), Schock et. al. (1983), Measurements in the region downstream of

Weissman (1984), Fry and Kim (1984), Myers the exit plane of a fan are carried out in

and Hepner (1984), and Hoshino et. al. (1985) this study. The velocity measurements were

have used LDV to measure all three components carried out using a three-component Laser

of velocity. In this paper, an LDV system to Velocimeter system. The fan was operated at

measure the three components of velocity constant speed (rpm), and three components of

simultaneously is used. velocity were measured simultaneously.

Some of the flows of practical interest It can be seen that the blade passage

also have periodic or cyclic phenomenon would affect the velocity field at the point

associated with them. Blood flow, flows in of measurement. In this study, one

rotating machinery, internal combustion revolution of the fan is taken as one cycle

engines and similar power generating and hence, corresponds to 360 degrees.

machinery have a cyclic nature. These flow It follows that the passage of the blades

fields have periodic driving force, strong could also be conceived of as cyclic.

three dimensionality, turbulence, and However, for this to be truly periodic, the

environmental complexities. blades have to be precisely spaced

The characteristics of the flow field circumferentially on the shaft.

could be obtained from the statistical Manufacturing tolerances, twist of the

analysis of instantaneous velocity blades, and other practical aspects relating

measurement. Simple time averaging of the to the shape of the fan blades may indicate

velocity measurements would dissolve the that the blades are not symmetrically spaced.

influence of periodicity. Thus, to understand Hence, in this case, the freedom to look at

the influence as well as interaction, if any, the influence of each blade pssage during

the measurements should be "synchronized" one revolution is preserved. If blades are

* with the periodic phenomenon. This would symmetric, the analysis becomes a simplified

result in preserving, as well as special case and the data taken, not assuming

"connecting", the phenomenon with the
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symmetry, can be reduced to correspond to 3.1. LDV SYSTEM
this case. The velocity measurements were made

The purpose of this paper is to outline using s three-color, three-component system,

the procedure and analysis to make detailed Model 9100-12. This system could be

measurements in a phase averaged manner, considered to be made up of three individual

This may be evident by the fact that we have LDV systems, each one using a different

used a simple fan model to demonstrate the color. The system uses the 514.5 nm, 488 nm,

method. Further, the desire to measure and the 476.5 nm lines of the output from the

flow fields in the interblade region in Argon-ion laser operating in the multiline

rotating machinery have also influenced this mode. A dispersion prism (Figure 1, Model

study to approach the flow measurement from 9202) color separator is used to obtain clean

the standpoint of rotating machinery. The color separation so that each beam is of a

velocity measurements in the downstream single color. The three beams (green, blue,

region have been displayed with reference to and violet) with most power are selected and

the positicn of the blades. This technique transmitted along two optical paths. The

could also be used for making measurements in transmitting optics in each axis consists of

the interblade region of a rotating machine, the necessary modules such as beamsplitters,

This study shows the simultaneous measurement frequency shift system, beam expanders, and

0 of all three components of velocity as a lenses. The green (514.5 nm) and the blue

function of the phase angle, The (488 nm) beams are transmitted along the same

measurements provide mean velocities, optical axis, which is at an angle to the

turbulence information, cross-correlation optical axis for the violet beams (Figure 2).

values, projections in cross sectional All three beam pairs are focussed to the same

planes, and so on. The aim here is to show location so that the crossing region

that such measurements could be obtained in overlaps. The system is set up so the green

flows with periodic nature, beams and the violet beams are in the

Hence, this preliminary study is not horizontal plane and the blue beams are in

oriented towards exploring the aerodynamics the vertical plane. The included angle (20)

of the model. Thic eliminates the need for between the two optical axes for the set up

mapping the flow field. Instead the focus is was 34 degrees. The effective measuring

on the instrumentation and the technique region is the intersection of the individual

used. probe volume generated by the three pairs of

beams (Figure 3). Beam expansion ratios of

3. EXPERIMENTAL DETAILS 3.75X provide very good spatial resolution

The flow field in the region downstream and large scattered light collection

of the exit of a fan is affected by the aperture. While the blue and green beams are

periodic passage of the blades. A once per transmitted along one optical train (axis),

revolution signal is generated by the fan the blue and green scattered light is

system for synchronizing the data taking with collected along the other. This method of

* the rotation of the fan. The fan used has collection exploits the advantages of

. five blades with a hub-to-tip ratio of 0.54. off-axis collection resulting in excellent

The system was typically operated at flare and noise rejection and thus better
4200 rpm. signal quality. The effective length of the

measuring region generated by the
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intersection or (he gleelL and vilet beams is

vector addition of these two signals will
giver! by

provide the two orthogonal components - one

d alng tih bisector to the optical axes of the
d
mf ?.ee l id v io le t beams .iii th l tlher 1oilli

S (nW II. It (Figiure 4). Thus, if the lndivilual

seasur-ements froin the Itreen beam4 anud th -

where d is the diameter of the measuring violet beams are obtained (for the snme
1

region. The measuring volume dimensions nire part! le) then arithmetical calculation would

given in Table 1. Further det;ils of thre provide the two components! i.locity in the

system are given in Reference 8. horizontal plane which are orthogonal to each

other.

A (in) d. (Gm) Lm (rnm) d (n) The equations for obtaining the

orthogonal components of velocity fropi the

0.5145 89.75 306.97 4.76 individual measurements are given in

0.4765 83.12 284.29 4.41 Figure 4. It can be seen that the signal

corresponding to the blue beams directly

Table I measures the component of velocity vertical

or normal to the plane of the paper. In this

- experiment, referring to Figure .

I 
=  2

3.2. ON AXIS VELOCITY MEASUREMENT

The three measuring volumes generated 3.3. SIGNAl PROCESSING

by the three pairs of beams (green, blue, and Since the LDV system uses tl'ee distinct

violet) are made to overlap so that the colors and the system has three separate

region common to all three of them becomes photoultipliers corresponding to each one of

the effective measuring region. A particle these colors, three signal processors are

going through the effective measuring region used to process the output of these

will scatter light of all three colors photodetectors. Frequency shift systems are

"generating" Doppler signals in all three provided for each of the components so that

channels at the same time. The Doppler frequency shift values can be selected

signal on each channel can be processed to independently for each of the channels. The

obtain three velocity values. It can b seen output from the signal processor will he used

from, the schematic diagram in Figure 2 that for obtaining the three orthogonal components

* the components of velocity measure.d by each of velocity. TSI Model 1990B Sigiial

o there colors are not all orthogonal. The Processors are used to process the output of

velocity measured by the blue pair of beams the photomultiplier signal. The range of the

will correspond to the velocity component of signol processor is Irom I 1tz to 150 MHz.

S the particle normal to the plane of the The counter processor measures the time for a

paper. The Doppler signals for the green certain number (e.g., eight) of Doppler

beams and the violet beams correspond to cycles with a clock resolution of I

velocities which are at an angle to each nanosecond. The input signal to the Fignal

% other. In other words, the signals generated processor (after dowumixing the

lb the violet beams and the green beams photmoliipliei signal) : bandpass filtered

w,eas;,re two velocity components, which are (roll-off 100 dB/decade) and amplified before

- not orthogonal to each other in the proc,, sing. The lignal processor for this
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appli'atI n was operated in the continuous the output ol the signal processors. The

mode where time for eight cycles was process of obtaining the orthogonal

determined by the signal processor. A 5/8 components from the measurements of

comparison was used for eliminating noise non-orthogonal components is done nring

contributions and the comparison accuracy was software. It can be found that in almost all

selected to hc 1%. The digital output of the situations where direct measurement of the

processor is a 16 bit digital word with 12 on-axis or the third component is not

bit mantissa. Thus, the time for 8 cycles possible such an approach is used. The

obtained with 12 bit resolution is sent to measurement resolution of the on-axis

the Model TSI Model 1998A interface unit. component is a function of the included

This master interface unit "receives" data angle. Orloff and Snyder (1982) have looked

from all three channels. A PDP 11/23 at this aspect in detail. Fingerson and

minicomputer, which is linked to the TSI Adrian (L985) have shown that the resolution

Model 1998A master interface, was used for is inversely proportional to Sing where 20 is

data collection and analysis. To ensure the the angle between the optical axes.

measurements on all three channels are Generally, this angle is set up to be more

obtained from the same particle, data was than 30 degrees.

taken in the coincidence mode. Thus, the

*output from the three signal processors are 3.4. PHASE AVERAGING
used to compute the three orthogonal In this paper, we are dealing with a

components of velocity. Further details on flow field where the measuring point of the

the signal processors and interfaces are IDV system is fixed in space but the velocity

given in Reference 12. field at that point is periodically

The signal processor outputs from the influenced by the passage of the blade. This

green beams and violet beams are used to results in having a velocity field which is

compute the two orthogonal velocity influenced by the periodic blade passage. If

components In that plane. Since 0, . 02 -, the interest is to relate the measurements to
the equations for u and u are the passage of the blade, then it is

important to synchronize the data taking with

uA + UB the passage .f the blade. The once perA B(2)

x 2 CosO revolution signal from the fan system is used

for synchronizing the data taking. This onceuA  - u
uA (3) per revolution signal is fed into the TSI

y 2 SinO Model 1999 Encoder System. The duration of

where uA and uB a-e the velocity measurements one cycle corresponds to 360 degrees or one

obtained from green beams and violet beams, complete revolution, and the Model 1999 is

uy i, .sferenced as the on-axis (radial) locked onto the once per revolution nignal.

component of velocity and is the component The 360 degrees corresponding to

along the bisector of the angle between the one period of revolution is divided into a

two optical axes. The more generalized large number of points (9,000) resulting in

expression could be used in a situation where an angular resolution of 0.04 degrees. The

the optical axis is not equally Inclined to output of the 1999 Encoder System is also

the on-axis component of velocity direction, sent to the Model 1998A Interface. Thus,

Thus, for Pach particle crossing the every time a velocity measurement is made

measuring volume, the three orthogonal (all three components simultaneously) the

compnents of velocity are calculated from phase information corresponding to that

54-5



measurement is also obtained from the encoder the measurements, etc. As pointed out

system. The angular position for any earlier, one period is divided into a very

measurement will correspond to a number large number of points. In an event where

between 1 and 9,000. This number generated such a large resolution is not needed, the

in the 1999 is passed on to the 1998A resolution could be readjusted by lumping the

interface as a digital word (16 bit). Thus, data from different locations into one

the velocity measurement along with the phase location. However, this could be done after

measurement, is passed on to the computer. the data has been taken. In other words, the

Hence, every data point is tagged along with raw data information is kept the same, and

its phase or angle information. The data is the analysis allows one to select the

stored such that during measurement, velocity "resolution" that is required Fo that data

information corresponding to the same phase displayed is suitable to the type of

information is put into the same location information that is required. The resolution

(bin) in the computer. In other words, the of the phase atgle could be readjusted by

same phase angle corresponds to the same lumping the information from various phase

fixed phase position in the periodic locations to one particular point

phenomenon. This results in the fact that Obviously, this results in h..viug more data

for each phase angle, a large number of data at every ]ocation when the resolution is

* points are collected; and from this data, the reduced. The interesting polt her, is the

various statistical properties are fact that since the raw data is not t:ampered

calculated. with, one car recn Icu;ulate or reevilu t, Cit.

statistic!; ba h ,a d on v;,rious, vai -i of

3.5. SOFTWARE PACKAGE FOR DATA ANALYSIS resolution. The thing to remember Is that If

The periodic phenomenon takes place the resolution value is very low (lusping of

rapidly and the data which is obtained along too many number of data points), then one can

with the phase information needs to be have the statistical results essentially

transferred for storage and data analysis. being smoothed out so that characteristic

In this case, for the three-component features of the flow field may not be

velocity measurements, each data point visible. On the other hand, if the

corresponds to seven 16 bit words. Of the resolution is very high, then one may have to

seven 16 bit words, one of the words run the experiment for an extremely long

corresponds to the phase angle information, duration in order to get a stati.;tically good

and for each of the components of velocity, sample at each 0o of thuse phuaac angle

two 16 bit words of information are used to locations. Tbe encoder .,,vsttni could be ,,s,-

obtain the velor Ity. In order to nbtain high to relectLively look at a partI e of the

speed data transfer s, that no diata J:. re-volution, to omit d;itai takiny do- lng b:ad.:

omitted because of the limitations on data pas:;age, etc., (Figure- 6). (once a large

transfer, DMA transfer was used in this case. enough sample is obtained, the various

This results in data being transferred at the statistical propeities (frm wean velocity to

fastest rate possible Into the computer. ,kewness and I latness coefticleuts;..a:! welt

Once the Information is stored in the as Reynolds stress, correlation coefficints,

computer, a software package (RP Analysis etc.) could be c.timated. The experimental

Program) is used to obtain the various setup with the 1 DV system, signal processors,

statistical properties. This package allows and the encoder system with th- 'omputer is

one to do various things such as window shown it Figure.

averaging, adjusting the angle resoil4tion of
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The Ilow field was seeded using PSL cross-sectional planes, etc., ire obtained.

particles of nominal diameter of 0.5 microns. These properties are displayed as a function

The particles were generated by using a TSI of the phase angle position. The angle is

Model 9306 atomizer. A dilute solution, with measured with respect to the position on the

PSL suspended in it, was atomized using the shaft corresponding to the generation of the

six jet atomizer and introduced into the flow once per revolution signal. However, for

upstream of the fan. simplicity, the blade locations (at the exit

plane) are also referenced. Pence, the

4.0 RESULTS display of the results as a function of the

To check the setup, the three-component angle also indicate the position of the

system was first used to measure the blades (vertical lines) at the exit plane of

velocities in a circular jet. The center the fan. It can be seen that the data

line velocity at the exit of the jet was display covers one cycle (360 degrees) or one

compared with the values from the measured AP revolution of the fan. The results indicate

values. The measured mean velocity values the values obtained by averaging over many

agree to within less than 0.2% of computed revoiutions of the fan.

values. Figure 7 shows the display of the mean

Next, the velocity measurements were velocity values of the streamwise component

made downstream of the exit plane of the fan. (u x ) a a function of the angle. The range

The encoder systtm was used to divide 360 shown from 24 degrees to 20 degrees covers

degrees, corresponding to one cycle, into one cycle (one revo".tion). The vertical

9,000 locations, thus giving a resolution of lines correspond to the position of the

0.04 degrees. For these measurements, data blades at the exit plane of the fan and 6.4

from 100 such stations were lumped together cms from the axis of rotation. The

giving us phase angle position or stations measurement location is 0.8 cms downstream of

every four degrees. As pointed out earlier, the exit plane of the fan. The region shown

this results in having more data points per by the vertical line corresponds to the

station. The typical number of data points region behind the blades. Since the entire

per phase angle position is about 1,000. flow field was not seeded, it was not

Although this may not be sufficient from a surprising to see that the data rate in the

statistical standpoint for some applications, region "behind the blades" is very low.

for a three-component LDV system, this would Since we were not focussing our study in this

correspond to collecting approximately i(0 region, it was decided not to collect data

sixteen-bit words! large enough to obtain a large number of

Collecting data only during the desired measurements in this region. Hence, in this

portion of the omplete revolution would preliminary study, we have omitted the data

result In getting a larger amount of data in obtained In the region Indicated by the two

the region of interest. The encoder system vertical lines, corresponding to an

(Model 1999) allows one to take data during a "effective thickness" of the blade.

portion of, different segments of, or the Referring to Figure 6, when the window signal

complete revolution, is high, the data is taken, and when it is

The RMI' dal.. :,,alysis package, wag ,,sed low, data is not taken. Thus, the effective

to obtain the stat stical properties of the thickness here will correspond to the time

data stored. Various statistical properties when the window signal is low.

such as mean, rms, skewness, flatness, cross The velocity variations nl tile other two

correlation values, projections in components uy and u. are shown in Figures 8
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CYCLE-TO-CYCLE VARIATION EFFECTS ON

TURBULENT SHEAR STRESS MEASUREMENTS IN

SPULSATILE FLOWS

W.G. Tiederman, R.M. Privette and

W.H. Phillips

School of Mechanical. Fngineering

Purdue University

West Lafayette, IN 47907

ABSTRACT <o'> Root-mean-square of turbulent axial

velocity
Accurate evaluation of turbulent velocity

statistics in pulsatile flows is important in <Umax> Maximum, ensemble-averaged axial velocity

estimating potential damage to blood constituents V Instantaneous radial velocity

from prosthetic heart valves. Variations in the Vertical distance from aorta centerline

mean flow from one cycle to the next can result inl

artificially high estimates. Here we demonstrate z Axial distance downstream of prosthetic

a procedure using a digital, low-pass filter to heart valve

remove the cycle-to-cycle variation from

- turbulence statistics. The results show that I. INTRODUCTION

cycle-to-cycle variations can significantly affect Elevated Levels of fluid stress which may

estimates of turbulent Reynolds stress and should result in damage to red blood cells and platelets

be either eliminated or demonstrated to be small (National Institutes of 4ealth, 1985) have been

when reporting pulsatile flow results, observed in the thin shear layers downstream of

LIST OF SYMbOS prosthetic aortic values (Tiederman et al., 1986;

- Woo and Yoganathan, 1985; Walburn et aL., 1985).

1) Inside diameter of aortic valve Numerous in vitro studies of heart valve and

., catdiovascular flows have been conducted in an
R Radius of model aorta

attempt to quantity fluid stress levels present in

At Time window such flows. flowever, accurate evaluation o1

% Time turbulent stress in pulsatile flows is complicated

• T Period of cycle by cycle-to-cycle variation in the mean periodic

flow such as that shown in Fig. 1.
,T" Duration of outflow pulse from ventri-le

Is a a l oScveral methods which account for cycle-to-
"•"U Instantaneous axial velocity

cycle variation have been used to calculate the

Low-pass axial velocity mean periodic velocity (Rask, i9IL; Walburn et

* U Mean periodic axial velocity al., L983; Liou and Santavicca, l1d5). In each

KU> Ensemble averaged axial velocity case, some technique is used to identify the mean

-. pulse. Rask used a cubic-spline technique to

<uv> Ensemble-average turbulent velocity smooth the time-rcsolved measurementr while

product Walburn used a non-recursive, low-pus, digital

Sufilter. Liou and Santavicca used a spectral
~a Current address: Goodyear Aerospace Corp.,

VAkron, Ohio
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technique. A method based on conditional sampling circular tube are well known and were circumvented

was used by Witze et al. (1984) to eliminate by eliminating the quartz-tube optical interface

cycle-to-cycle variations from turbulence through the use of a tube-in-box arrangement with

measorements immediately ahead of the flame front index matching fluid on both sides of the tube.

in a spark ignition engine. These techniques work The fluid was a mixture of potassium thiocyanate,

well when the mean periodic velocity has frequency water, and glycerin with a viscosity of 3.3 cp and

content that is distinct and separable frum the aa density of 1290 kg/in . The average flow rate

frequency content of the turbulence, was 6 liters/min.

In this study, the mean periodic velocity and The 24 am ID, tilting disc valve and its

turbulence statistics were calculated with both a orientation with rspect to the Cartesian

simple ensemble method and a filter method. In coordinate systew are shown in Fig. 3. A

the latter, a digital low-pass filter was used to Cartesian coordinate system was used because the

separate the mean periodic signal of each cycle valve was not axisymmetric. The valve flow area
i from the turbulent fluctuations. This ilter

was divided by the cupped-disc surface into major
technique is similar to that of Walburn et al. and minor orifices shown above and below the disc

(1983) for determining the mean periodic signal, respectively. The origin of the laboratory

However, Walburn et al. reported turbulent coordinate system was located at the center of the

statistics that were averaged over the entire valve rim. The z-axis was aligned with the mean

outflow portion of the cycle. In this study, the tlow direction and the positive y-axis extended

data was reduced to yield ensemble averaged through the major orifice.

quantities for specified times in the cycle. This

approach is a unique attempt to assess the Velocity measurements were made with a 2-

color, 4-beam, 2-component laser velocimeter. TSI
influence of cycle to cycle variation on turbulent optics were configured for dual beam, forward

statistics.
scatter operation. Counter-type processors were

2. APPARATUS AND PROCEDURE operated in the N-cycle mode with S cycles

required for a valid measurement. Each processorAll experimental measurements were made in
was equipped with an analog output module.

the mock circulation system shown schematically in

Fig. 2 (see Rosenberg et al., 1981). Capacitors A 500 mW Argon-ion laser supplied pairs of

with adjustable springs and a variable resistance blue and green beams that were frequency shifted

element allowed good simulation of the using Bragg cells. Electronic downmixers were

physiological pressures and flows in the region used to achieve effective shift frequencies of 1

near th' ventricle. MHz. A 2.27x beam expander and 250 mm focal

length lefts produced a probe volume with diameter
A prototype left ventricle and pneumatic

* drive unit were used to produce a 75 beat/min. of 47 im and length of 703 am. The flow was
seeded with milk at d concentration of 15 parts

pulsatile flow. In the model aorta, the beat

period was made up of a 267 ms outflow pulse per million by volume. Data was recorded at

several y locations for each of three axial
followed by a 533 ms quiescent period. A locations corresponding to rID = 0.71, 1.21, 1.71
straight. quartz-tube model aorta was attached to

and x - 0. The probe volume was positioned with
the ventricle outlet. The aortic valve was

tolerances of t0.0127 mm along the y and z axes by
positioned between the ventricle body and the

translating the model aorta with a three-

quartz tube. All velocity measurements were made transing themoel
, dimensional traverse.

within the 25 mm I) quartz tube downstream from

the valve. Analog velocity signals from the pL,-essors

DitficultLes invoJved in making velocity were digitized, buffered, and transferred t, a

[S.E.C. V'mX 11/780 computer using a Norland
measurements with an optical instrument in a

-- 55-2

- -

*.~ S ~W'W~ ~ -

.5 .V



X. Wav, f[)rm Analyzer. The Norland was equipped with N

' two input modules which digitized the velocity <uv(t )> F u v (4)

signals at 5 kHz. The equal-tme sampling prcess To cumin te io-valid velocty data from the

and the average particle arrival rate of ; 12 kHz statistics, all data that were more than three

eliminated velocity bias. standard deviations from the mean were excluded

Velocity data were recorded beginning 51 ms from the calculation.

prior to the pulse and ending 92 ms after the end The filter method is based on the assumption

of the pulse. Fifty-five cycles of two-component that the mean periodic velocity can be isolated by

velocity data were recorded at each spatial passing each cycle of instantaneous total velocity

loation to ensure that tite ensembles would yield through a low-pass filter. That is:

statistics with small uncertainties. The data

transter rate between the Norland and the VAX was U (t) = U L(t). (5)

such that one out of every ten cycles of velocity The mean periodic velocity generally varied from

data was stored on the VAX. one cycle to the next. A standard deviation ot

The instantaneous velocity was decomposed the mean periodic velocity during the window

into the sum of a mean periodic component and a corresponding to time t was calculated as
0

turbulent component as shown In Fig. 4. Flow follows:

statistics were calculated in 15 ms windows
<U'(t )> =

* positlned throughout the mean pulse and were 1. a

based upon ensembles of 4000 points. 1/2[ l N t+nT.<Lto>21 b
The simple ensemble analysis is based on the N [ + nT) - t 2

assumption that the mean periodic velocity is i.1

where
exactly repeatable from one cycle to the next.

The mean periodic velocity at time t was N At

approximated by an ensemble-average of the total <U L(t - N 1 1 i (t 2 + nT) (7)

velocity within a window, At, centered around to  This standard deviation is a measure of tlie cyclic

as given below. variation in the mean periodic velocity at time

N L . The turbulent velocity component was obtainedIAto

U (t ) - <U(to)> = N Y. U i (t ± -- + nT) (I) by subtracting the mean periodic velocity from the

% total velocity.
where N is the number of points in the ensemble, n

is the index for the cycle, T is the period of the u (t) = U(t) - U (t) (8)

cycle, and o t T. H L

RHMS levels of turbulent velocity and average

Te tturbulent velocity products were calculated in the

by subtracting the ean periodic velocity in a manner given previously with

window from the instantaneous velocity in that

window as shown in Eq. (2). u (to t + nT) - <u (te
)>

u[ (t° 
+ y -+ n't) - <U(t)> () The cutoiL frequency of the digital filter

• was chosen hased upon estimates of the frequency

goot-mea-square (RMS) values of turbulent
content of the mean periodic and turbulent

velo'ity and average turbulent velocity products velocity components. The frequency content of the

were calculated as follows:
mean periodic velocity was estimated from one-

1/2 dimensional power spectral density (PSD

<u'(t )> 
I  1 (u) (3) measurements where the instantaneous velocity was

" 4.. sampled at 100 Hz for 10.24 seconds yielding a

55-3

% .1 WO ." %



Nyquis t fretlul4cy Of 51) lz With ti''olot ion oi . on)ly at locations where high tirgu lent shear

yIN, 0.Z5, z/I) 0. 11. A large spike can be "n indica ted that ':ycle-to-cycle variations would he

at the beat rate of LAJ liz, with several sisal Let important.

spik.~ts at hi:,iler llll C CS 'l,4c cl)1lpoiteflts,

which wereV hlygilit 111415s luca14ionl, wvillI' Al~

attributed to the mnean periodic velocity. Based Radilsi profiles of the mean periodiC ve~ocity

.11 l1- I x a iild l~ l it" SI ... II o,1.4 11 l~~ l Fij- I
on Ft-_', ill ii~pu frqu--y II-1L o Lh iwlitor t! Lval times dluring tile cycle. Soli- le

periodic velocity was estimated to be 25 Hiz.
liave been drawn through the data to illustrate

An e~st imate' of the lower blound nit the plol I Ie l'vulopllell. . TI'liltl 41111111515 axial I. eot
1

1

turbulence frequency content was obtained by was; 1.58 mis and occurred U.7110 downstream ftom

assuming the lowest frequencies associated with tile major orifice at t = 15') gsa. Th~is malhximuml

turbulence result from eddies with the diameter of velocity was used to normalize all velocity

the modtel aorta that are connected with the mass- st'atistics.

averagedi velocity during the pulse0. Thli s ma as-Aje onddwstamfthmjroiic
averaged velocity is defined by Aitfr~e ontemo h ao rfc

,'atly Inii- . tile :yulec. Flow Ltiough the Illilur

(10)A orifice develnped more slowly. Both a sharp

wilv-lolil gIiei :it the 15Vlihi VUIIIIII It,- behind411 i
wlit,- 1. th VU11111-111L[lo R410, is the valve disc_ and a recirculation region below

the cycie period, ' is the period of tile mean

puli- nd isLh crns-,-4ionl ivi oIIll* ttvdisc p*'visstel throughouit the dulrtto ofllC ti--

mode aota.A loer reqencylimt o Z5 it or sean pulse. The shear layers at z/D = 1.21 and

the turbulence was estimated from these length and 1.71 developed iater in the mean pulse with the

velocity scales. gyaliiellts decreasing with increasing downstream
distance. The data points taken during maximum

Filtering was accomllished by passing earh fio)w (or Ltl! axial1 location tiics't. it) the v'tiv4

cycle Of Instantanleous velocity data through i 2" are showng ii Fig. 7 to illustrate tie good spatia
order, 0.1 dB Chebychev low-pass dilgital filter res-oluti-an ill regions of iharp velocity gradients.

loum times (Walravegs, 1980). Tis procedlure
th A,, tige flow accelerated throub;h the tilting-

yielded 8 order filter cutoff characteristics iiv,, 1shrl).otewtsh- uini,
4$..Jvlily h lnail~eIoliiolI 1y1 do4wns Lioa 11411 lge of tile cupped disc. This wasorder recursive filters. Phase shift was

elimnatd b pasin th dat thoug th fiter apparent from hoth flow visualization and analog

velocity traces. Velocity traces from three
twice in the direction lof increasing time,

rad ial iocaltioggs 1.Li downstreaml I rots til vnlve
tol~wedby wo psse inLhe ire~io ofare shown in Fig. 8. Large spikes in both
decrasig tie. ata iltring sotingandvelocity components occurred at approximately

statistical analyses were carried out on a VAX t 0il.A / .,texa eoit
11/180-l. For tille tl ilet me thodl fiv.Se hlIoci-ssei chAinge indicate-, a tratssleitt velocity increase. A
required approximately 433 seconds of central itsenaxlveo tydcre niaedb

*processing unit (CPU) time for seven time windows Olneaieskisenint rcetUT
at one location. The simple ensemble metihod does )/ .5 xa eoiytae rmyR=UL
not require as much sorting and any filterimng a4411 andg 0.2h rel lel I tile r-In ulllat iog. I iliw oei'lnd li il,'
Ilv . ,11144 iIl' gg, (.i',i11 l l v-11114. 14 lVg gil,' Wigglilws lit i c to ti e gr a er 144 13 I.

ogle location was abouit 137 seconds. Since the

fill.,-r ~ ~ ~ ~ ~ ~ ~ ~ tig te~ol th4'oi- wor owpttv Litel 11 s In Lt-il l mi. 1,l i the- vor teal

ao sisplhe elisemble gle tLhod wag used for mapp~l~ing thme fls int t *i flow g rde /le - iniv wh ,I the vlowr0ex

mean flow field and the filter mlethod was uIsedwi ietdIIwi I IowliQte[o i



the trailing edge of the vortex was directed development. At z/U - 0.71 the shear layer was

toward y/R = +1.0. A mLtjor spike occurred in the approximately 0.9 mm wide and at z/D = 1.21 the

rndial vel,'Ity trace from y/R - 0.28 thi ckuess had grown to 3.8 imin. The, width iL

corresponding to the sharp velocity gradient z/D = 0.71 was less than 1/3 the thickness of the

across the core of the vortex, shear layer measured by Alchas et at. (1960) 0.7D

The starting vortex was repeatable from cycle dowstream from a cupped-disc valve. te early

to cycle as determined from both flow stage of development indicated by the narrow shear

visualization and analog velocity traces. layer resulted in axial tubulence inLetuLties

llowever, the frequency content of the convecting which were 50 percent lower than those found by

vortex was higher than 25 Hz and therefore the Alchas. The results of this study Jndia te that

vortex motion was not included in the mean peak turbulence activity does not always occur at

periodic flow. Instead, the rapid velocity downstream locations closest to the. valve. The

shear layer resulting from the disc obstructionvariations of the vortex were treated as

turbulence and extremely high turbulence levels requires some distance to become unstable before

are reported during the pasage of the vortex peak turbulent mixing occurs. Since shear laye,

through the probe volume. dvhewipment begins at the disc edge, an axial

coordinate me.isured from this point might Lead to
Profiles of the axial, rout-mean-square a better und,'rstaitlng of the flow behind tilting

* turbulent velocity are shown in Fig. 9. Peaks in disc valves. However, few investigators have

the profiles of both <u'> and v> at z/D - 0.71, reported the valve dimensions required for such an

t - 50 ms occurred at the radial location evaluation.

corresponding to the core of the vortex. As At z/D 1 .21 increased tuibulence activity

expected, peaks in <u> also occurred in the associated with the more folly developed shear
region of the sharp shear layer shown in Fig. 8. layer resulted in p<uv> levels as high as
Elevated RHS velocities also were observed behind 2

-538 dynes/cm . Peak p<uv> levels in the currentthe monostrut. Since the wake behind the suywr iniatylwrta h

study were sigoficantly lower than the
monostrut was aligned with the diameter across 2dynes/cm21200 dye/alevel measured by Woo and
which measurements were taken, elevated RMS Yoganathan (145) downstream fr om - tiped-i c

Svei. : ILies w e" n, steell It olg tli .gai e tl t nilOr
valve. An important difference is that te shear

orifice side of the profiles, layer thickness was more than 3 times as wide at

Radial profiles of the fluctuating velocity tue point of penk 1u'.uv> in Woo mid Yogauueten's

product shown in Fig. 10 also indicate that the study. Similarly, Tiederman et al. (1986)

axial and radial turbulent velocity fluctuations measured peak p<uv> levels as high as

were uncorrelated in the shear layer at z/D = 0.71 -2021 dynes/ce2 Li a 2 mm wide shear layer

alter passage of the starting vortex. This result downstream irot a flat-disc valve. The more fully

suggests that the shear layer at z/l) = 0.71 was developed shear layers observed by Woo and

not yet fully turbulent, but rather was still Yoganathan and iLeinle resulted in higher

"laminar" with little turbulent mixing. The turbulent shear stress levels. It is, however,

upstream measurement location was the location eiiiirely p,,s ,ihle that alL thur, valves produce
• loauust to the violvo Lhil ,%llowrtl oi~tl~nL[ ac(e'ssttt , lflows with similar maximum p<uv> levels at

across the entire diameter and was approximatcly 2~equivalent stages in their shear Layer

mm from the disc edge. At z/D = 1.21, the
development. Differences in meauirement locationsfii,.tunting velocity prodluct profiles show and times preclude quantative comparisons.

significantly more mixing across the chear layer.

The degree of cyclic variation changed with
The thicknesa of the shear layer was time in the cycle, and position in the flow.

estimated in an attempt to quantify shear layer Table I lists both RMS level for the mean velocity

55-5
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normalized with the local velocity and a measure variations in the velocity trom one cycle to the

ot the filter's ability to isolate the turbulence, next artificially inflate the estimated RMS

each based on data foom the shear layer at velocities calculated by the simple ensemble

z/D - 0.71. The ratio <UL>/<UL> shows that the method. The shear layer was particularly

amount of cycle-to-cycle variation increased late susceptible to this due to the large variations in

In the ,ycle. The largest stiinard dviatL'i iti veilui ly across shirt fadial flltmii',.

the low-pass velocity were found in the shear Fig. 14 shows a comparison of the fluctuating
layer, indicatizg slightly different jet velocity products calculated by the simple

boundaries from one cycle to the next. Siia I I nseible i,,,.tjtl. and ti I iltor , ithol mt

changes in the disc opening sequence resulted in z/D = 0.71 for several times in the cycle. The

variations in the position of the shear layer. simple ensemble method predicted Levels of <u0 in

Since the velocity gradient in the shear layer was the shear layer that were as much as 10 times the

large, small changes in position had large effects filtered values. This strong influence of cycle-

on the local velocity. to-cycle variation on estimates of <uv> could

The quantity <UL >/<U> is a measure of the result in large errors due to inaccurate flow

ability to Isolate the turbulence trom the mean stalistics. That is, cycle-to-cycle variation

flow by filtering at 25 Hz. An ensemble averaged could lead one to believe that a laminar flow was

high-pass velocity of zero (represented by a ratio turbulent based on a simple ensemble analysis.

of 10 percent) indicates that the high-pass~4. CONCLUSIONS

velocity has the same zero mean behavior as

turbulence. This study demonstrated that cycle-to-cycle

variations in the mean flow were slgniticanL ni.ii
Proftles of (uv), <u'> and <v.', calculated the valve. Standard deviations in the low-pass

by both simple ensemble and filter methods, are velocity components were largest in the shear

shown in Figs. 11 and 12 at peak <uv> for layer. At locations of peak turbulence, removal

z/i - 0.71 and 1.21, respectively. The profiles of cycle-to-cycle effects from the turbulent shear

are similar. Peak <uv> levels differed by 22 stress estimates resulted in a 12 percent

percent and 12 percent at z/0 - 0.71 and 1.Z1, decrease. Closest to the valve, where cycle-to-

respectively. Maximum levels of ru'> varied by cycle variations were greatest, removal of cycle-

less than 13 percent at both z/D locations. Peak to-cycle effects resulted in estimates of

levels of <v> varied by 16 percent and 3 percent turbulent shear stress that were 10 times lower

at z/D - 0.71 and 1.21. than the simpl, eitsemblo estimates. C) h- to-

Comparisons of root-mean-square axial and ycle variation can significantly affect

radial velocities calculated by the simple turbulence statistics in pulsatile flows, and

_ ensemble and filter methods at z/D - 0.71 are should be removed or shown to be small when

shown at several times in the cycle in Fig. 13. ieporting such statistics.

The effects of cycle-to-cycle variation on the. # The results also show that the development
axial RNS velocities in the shear layer increased

a tage of shear layera In oi isal i . filown play al.
:h * ii lit, i1 cyi I.. ,oid a . t - Il1 lae Lha pV a k ox lin

RMS velocity was nearly 52 percent lower with important role in the amount of turbulent mixing
across the layer. The findings suggest that an

cycle-to-cycle variation effects removed.
tlipp i ,pi 1,,L,- lae -iod 1,-t ... d ,Lo s ~ ld l l

ts.tIa,.tes of the radial RMS velocities in thet
distance for flows downstream of prosthetic discshear layer at s/U - 0.71 show similar tr,.nds with
valves :ifriuld lie based on .t ical IlIuid lciigth

difirries between filtered and infiltered da ts
s cale suc:h +iis she',, r laer widiii, and! thu!

0 as high as If) percent at t - 230 ma. These

rdistances measured from the disc edge may be moreresults indicate that, in the sheer layer, closely related h-) the physics of the shear layer.
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Table I KMS levels for the mean velocity and a
measure of the ability to isolate the 2.0
turbulence by filtering for y/r 

= 
0.35,

z/D 0.71. 1.5

- E 1.0
<U '> <UL> 0.

time <UL> <U>--'

(ms) 0

0. 0.25 0.50 0.75 1.00
oi 8% 99% t/T'

140 10% 99%
Fig. I Mean periodic axial velocity of simulated

170 18% 100% cardiovascular (Aortic) flow at z/D = 0.71,
y/R = 0.35 during several pulses.

200 16% 101%
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Fig. 1.2 Comparison of radial profiles of the (a)

average fluctuating velocity product, (b)

Fg 11Cmaioofradial profiles of the (a) R!4S axial fluctuating velocity, (c) ELMS

average fluctuatlig velocity product, (b) radial fluctuating velocity, with (.--

RMS axial fluctuating velocity, (C) RNS and without ( * ) cycle-to-cycle

radial fluctuating velocity, with -)variation influence at t =155 ms,

and without ( * ) cycle-to-cycle z/1) = 1.21.
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filter method at z/D - 0.71. product calculated Ly the (- ) the
simple ensemble Method, and (0 ) the

filt-r method ,t z/D - u.71.
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2k + 2 2

F. a (a - U0
F k = 4L a.

EXPERIMENTAL STUDY OF A PERIODIC RE-
VERSE CURRENT IN A PULSED TURBULENT

FLOW which here leads to a fundamental frequency and its
first harmonic equal to 9.3 and 27.7 c/s respecti-
vely. A standing wave is then set up in the tube.The

unsteady velocit. vanithbo;i6iia node whereas in an

R. CREFF and P. ANDRE antinode section it exceeds the steady velocity Uo.

J.E. CNRS 034 936

Laboratoire de MAcanique et. Fr'erg~t.i- Two consecutive node and antinode are separated by

que - UniversitA d'Orl~ana - BP 6749 an axial distance equal to a quarter of the corres-

45067 ORLEANS Cedex 2 - France ponding standing wave length (Fig.l). Then, between
those two sections, a longitudinal variation of the
reverse flow intensity can be depicted.

The interest is now focused on the antinode

section, called herein the C. section where the

periodic reverse flow occurs for the second acous-

tic frequency F (27.7 c/o). In that section, the
ABSTRACT steady flow is a ready fully developed.

The present study is devoted to the experimen- Because of the non-sensitivity of classical

tal investigation of the dynamic fluid field of a hot wire or hot film probes to reverse flows, dual

pulsed turbulent flow in a circular duct. The em- probes designed as split-film probes, DISA 55 R 55,

phasis is placed on that situation where the oscil- have been used : two semi-cylindrical hot films

lating velocity amplitude is larger than the stea- separated by a diametrical insulating plane are

dy velocity component. It has been experimentally deposited on a quartz fiber. For a transversal in-

shown [1] that the time-averaged effect of the re- vestigation of the flow field two situations have

sulting periodic reverse flow would consist in a been considered
large improvement for the convective heat transfer

rate, up to 50 %, between the heated wall and the i) the insulating plane is perpendicular to

fluid. This confirms the analysis made by KAIPING the main flow axis ; then, the upstream film de-

(2] . Therefore, a study of the dynamic fluid tects the main flow velocity component whereas the

field was carried out to explain that important downstream film placed on the rear face of the

feature. Using hot-wire anemometry with split-film probe body can measure any reverse velocity (Pro-

probes, the behaviour of the reverse flow is des- be 1).
cribed. A specific investigation of the main end

reverse velocities has been made by means of a ii) the insulating plane is parallel to the

frequency spectrum analysis. The coherence and main flow axis ; because of the probe symmetry any

phase functions of the two velocity signals are radial component can be pointed out (Probe 2).
also presented.

Specific calibrations and cares have been
The experimental arrangement is already des- used to adjust the output signals of the anemome-

cribed elsewhere [i] and is shortly reminded here: ter because of the possible probe sensitivity to

the air flow Is generated by a vacuum pump through the main flow direction alignment and to the non

a circular tube, 10 cm in diameter, 9,30 m in symmetry in film resistance overheating.
length. Mean Reynolds numbers extend from 8.105 to

1.5.105. A sonic nozzle provides a time modulation Thereafter, using probe 1, radial profiles of

for the mass flow rate with the sonic section al- the main and reverse velocities have been worked
ternatively closed up by a solid body moved along out. As an interesting result, it has been shown

the nozzle axis. Flow modulation frequencies are that the maximum intensity in the reverse velocity

, then obtained up to 35 c/s. was obtained near the wall (r/R = 0.975) contrary
to the main velocity which, as the steady one, rea-

In each section, the instantaneous velocity ches its maximum value on the center axis. Between
can be written as : two consecutive node and antinode sections refer-

red to B. and C. respectively on figure 2 the lon-

u(r,t) = U,(r) + U (r) cos [ t + 4(r) I + u gitudinal variation of the reverse velocity is
p shown for different radial positions.

Two conditions can lead to a periodic reverse By means of probe 2. it was pointed out that

flow, i.e U p a sonic section variation the reverse velocity component has a time variable

* rate and then a mass flow rate greatlpr than 10 % orientation depending on the radial position ; the
or an acoustic resonance. From some me hanial cooi- maximum angle valiie being obtained in the vicinity

sideration, the former sit.tlation was not available. of the wall. On the other hand, the main flow ve-
The latter arises for some specific frequencies, locity is clearly parallel to the duct axis.

a fundamental mode and subsequent. harmonic- of
k - order, depending on the tube length ., the The frequency spectrum analysis was made for
sound velocity a, such as : the two hot film signals of Probe I and compari-

sons have been made with the no reversing flow si-
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tuation (i.e. : a pulsed flow for a modulation fre- B, C.
quency fa rmtersnnemode). Among the dif-
ferent results, the frequency spectra obtained for
the two hot film signals (figure 3) show a funda- .

menal orrspodin totheflow pulsation frequen-
cy (27.7 c/s) and harmonics 1 and 2 in the studied -4

frequency range (0 to 100 c/a). For the upstream
film (case 1) the fundamental level decreases re-
gularly from the axis to the wall whereas for the
downstream film, a maximum is reached near the .6t3
wall.

.3

The coherence function defined as the squared
correlation coefficient of the two signals is
equal to 1 for the fundamental and harmonics and
goes down to zero elsewhere. On the other hand, /
the 1800 phase-lag between the main flow velocity
and the reverse current is clearly shown for the .2
fundamental frequency, no phase-lag being obtained
for the harmonica. "r/t:e

As a complement to that study, turbulent in-
tensity profiles have been performed in different
low frequency ranges over 100 c/s. From these, it
appears that, if compared to the no-reverse flow
situation, the deviation from the steady flow de-
creases as the fluctuation frequency increases. Fig.2 Longitudinal evolution of the reverse flow
This is in agreement with other results obtained velocity for different radial positions.
along a flat plate [3] and it tends to confirm
that the mean flow is largely decoupled from the
large amplitude oscillations.

As a concluding remark, the different results II - _ J_ .I.7S
brought up by the study confirm and explain the Z"
important role played by the periodic reverse flow 

7- -

in convective heat transfer improvement previously 
'ji 1 .

shown. L
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to organizers shortly after the Symposium. Any
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- F.3 Amplitude spectra for the two velocities

I r 1 main velocity 2 reverse velocity

* ~.-- .' Ant radial position rfR .975

Ao A !0o , CQ

Fig.I Longitudinnl evolution of the unsteAdy velo-
city amplitude for the two resonance modesF ......
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DISTRIBUTION OF TURBULENCE ENERGY DISSIPATION

RATES IN A RUSHTON TURBINE STIRRED MIXER

by

11. Wu, G.K. Patterson, and M. Van Doorn

University of Arizona

ABSTRACT

An approximate method of measuring the turbulence energy dissipation rate

(e) in mixers by use of laser-Doppler measurements of the velocity

autocorrelation and turbulence energy was successful in yielding remarkably

consistent values.

The necessary corrections for periodic, non-dissipative velocity

fluctuations were made by an autocorrelation method. Two modes of periodic

fluctuation were found to be significant. Transformation of the corrected

autocorrelations yielded completely normal turbulence energy spectra.

INTRODUCTION

There are various reasons to have a better knowledge about the flow

characteristics in a stirred tank. The general purpose is a better

understanding of the apparent phenomena in order to make better predictions for

* full-scale behavior. It might also lead to improved impeller and tank design.

On the other hand turbulence plays an important role, not only for the fluid

flow itself, but also for mixing and, eventually, chemical reactions. Here

results are presented concerning the impeller flow in a baffled stirred tank

equipped with a 6-blade disk turbine.

The mean radial velocity distributions are a measure of the large scale

circulation. For large Reynolds numbers these large scale motions depend
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partly on the geometry of the vessel and the rotational speed and partly on the

turbulence produced by the flow.

The interaction between mean and fluctuating velocities is still a poorly

understood phenomenon but kinetic turbulent energy and energy dissipation rate

are key variables. For example, the "k-e model" of turbulence uses the kinetic

energy and the dissipation rate to overcome the so-called "closure problem" of

turbulence. The turbulent kinetic energy can be used to characterize the flow

at a scale small compared to that of the mean motion. The energy dissipation

rate, E, is an important characteristic of the flow and mixing at a scale where

the molecular transport processes become dominant. Therefore, the root-mean-

* square of the velocity fluctuations has been measured and also an attempt was

made to quantify the dissipation rate of turbulent kinetic energy per unit

mass. The accuracy of the measured quantities and the short-comings and

possible improvements of the experimental technique will be discussed.

The results presented here cover only the impeller flow in one plane

relative to the baffles anJ are, therefore, far from complete. The object of

this paper is to discuss the theoretical background, the experimental method

and the accuracy. It must be emphasized that the determination of the energy

dissipation rate still needs more analysis.

THEORETICAL BACKGROUND FOR THE DETERMIINATION OFE

The question arises as to how the energy dissipation rate E can be

measured. In the first instant the idea arises to differentiate the analogue

% 1output of the frequency tracker used with the laser-Doppler velocimeter (LDV)

"'Velocimetry" must be preferred to "Anemometry" because the latter is

literally intended to measure air velocities.

57-2
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t~crL~u~. For isotropic turbulence the general expression for the dissipation

of rticuleunce energy reads (see for example Hinze, (1975)):

-15 v(L.L) 2 (1)
ax

Li ectLr,41 the d#ct-.mjnaion of the space derivative of the velocity

4 *.L LOU t%~ rather difficult and requires more than one velocimeter. An

.......................... be if_"rd in rt-laring the time derivative to this space

1tCf./a*!v ' he %0.. aied convective velocity Uc of the turbulent pattern.

2 at) (2)
C Xa

.L ) 
(3)

ikhnc r:e i:ve rath,-r s 'mple when the output voltage of

.. ~ ~ . he instartanc'ous velocity. It requires a

S~~~ -4- Ar~' jIe--" r i s RteZt -CS coVer the whole frequency

t'.n.e ~'ho r~re ~i'~r~ levr. n the use of this method the

c~-.-t~*.--- n ";Pr5 For one-dimpensional (1-D) flows with a

1.w ih.~nc :'e:V nae.c. Ac'r-, inf to 7a-;Ior (1938),

- (4)

wher' UL is ,he mpan main fin-v -,eioc:_.
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For highly turbulent shear flows this relation ueed! SkI , ,

Heskestad (1965) found for high Reynolds number shear tlov .i. tLe .

that:

2 -2 2u 2 +2u' 2

c = u1 + ui2

where u' denotes the RMS of the velocity fluctuation si th Ii

Doorn (1981) extended this result to 3-D shear flow and fouuid tha 4-,

holds approximately for a given component direction:

2 -2 2 2 2
U 1 UI + ui + + 2u

where Ucl couples time and space derivatives in the 1-direction. Th,-.v ?.

indicate that measurements of turbulence in three principal direction-- Are

necessary in order to determine the energy dissipation rate from the aver.i'e

time-derivative squared of the velocity fluctuations. Some simplification4

might be made when the turbulence is geometrically similar in the flow field of

interest.

Unfortunately, an LDV is not suitable for using Equation 3. The problem

is that the size of the measuring volume is large compared to the small scale

eddies responsible for the energy dissipation. The size also allows more than

one scattering particle flowing at the same time through the interference

pattern. The result of this relatively large size is the so-called ambiguity

noise with a frequency range wider than the turbulence power spectrum. George

(1975) and Durst et al. (1976) have described this phenomenon extensively.

Especially in the high frequency range of the power spectrum where the energy

* - dissipation occurs this noise is relatively large. George described a way to

S subtract this ambiguity noise from the turbulent power spectrum, but the method

57-4
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C ia C c.. -. SI btll.& l C u bre

-3ft4 -AkJl 'o C A 1 C'* ... C it !~~b .Ci a)!. I~,' 1I at I oil

L ' . i r c a C4 v L .- ' a C Zt~ a 11, I C k- 4~ _ I f1 I U(

4 f O~k C '- zj. *n -VC 05 CS z~ z C ~ ~ e

Frpvto'its m-a.,;romn- ; f - a~-p ! ccv t'ont t d b-v rut tr ( 1966). Rao and

Brodkev (L1972). Antnnia . ';,vprkc at-A );caln ( 1980) . SAto et al . (1970),

and Sato 4rnd Yam4itso ( 199. (:,l er; * siPasutrepnt t we re ba sed on ve loc it ies

in f Prred f rom tra I k: -- Fo ograr-llh o f susperded p. r t .c Ie s. He then

computed e as follows using a sipified version of Laufer'. approach:

LT I ' 2 , W 2-~ l (7)r rWwr

wher q 2 (u 2+ v 2+ v 2.
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Cutter found that most of the power was dissipated in the impeller stream for a

disk turbine stirred vessel. The method is still measurement and

calculationally intensive.

Rao and Brodkey computed c as follows:

f 15 v u2/X
2

(8)

where = u 2/(du/dr)
2

A is the microscale of turbulence. They made their velocity measurements in

the impeller stream with a hot-film anemometer aligned with the direction of

the resultant vector. The hot-film anemometer does not suffer from ambiguity

noise to the same degree as the LDV, but the probe interferes with the flow

affecting the measurements.

0_ Complexities of previous methods made it necessary to look for another way

to measure e. According to Batchelor (1953) large (small wave number) eddies

carry energy subtracted from the main motion. These eddies break up into

smaller ones due to shear and this process repeats until finally very small

eddies have been formed. In this so-called energy cascade process the kinetic

energy is mainly transferred from the large eddies into smaller ones without

*O significant dissipation. The smaller the scale, the more important molecular

viscosity becomes. At the so-called microscale, these molecular forces are

dominant and govern the process, resulting in the dissipation of turbulent

" •energy.

The above analysis is a typical example of a Lagrangian approach where

individual eddies are followed. For practical purposes, however, an Eulerian

approach makes more sense. In that situation the energy cascade model can only
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be applied when the local production of turbulence kinetic energy equals the

local turbulence dissipation. For example, near walls or obstacles where no

large eddies can exist there must be convection of turbulence energy; a

physical picture is that turbulence energy containing eddies move from the

turbulence production regions to other parts of the turbulent boundary layer.

Fortunately the smaller eddies are generally in mechanical energy equilibrium

(i.e. production - dissipation), which means that the energy cascade process as

described in the foregoing can be applied to eddies having a size £ : le the

largest size in the equilibrium range.

The important result is that the dissipation rate can be calculated from

the turbulence kinetic energy of the eddies with size 2e, Batchelor suggested

on dimensional grounds that:

Au3

A 
Au'.

e

with le on the order of the integral scale A. For isotropic turbulence

Batchelor found that A - 0(l). Tennekes (1977) suggested a slightly different

relation:

3
(10)

I'

with q u2 1+ u 2 + u 2 and called this the first law of turbulence in

order to emphasize its importance.

The question is how this result can be applied to shear flows. Townsend

(1976) stated that in self-preserving shear flows the energy dissipation reads:

E - q 3/Le (11)

where
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with 1123thle inltegz." L"'~

It is important to rc±L ,,c !!a t~ t-it -- c ,c '

with an LDV is also e!>1-c!.-ca± Is.j C t I'...

too large values Th et-u !-u.zcZ vcv z.~ vi hrki

differentiating tochriLq-; A!,,j!! c: C It 1 t

structure ot rurbuleicir t

The simpler to M04'.ire tf1!egCA t>flrc z,-- n*f' 1-s -i

scale using an appropriate coe--te-<

The convective veloc-Itv U4 Cr 4C~ce C'~V't

couple the time and spacw.4rv 'cv r ;rf'&

result may also be applied r) L-,4II o ;%P"- f~ t.VI ~~

plane turbulent jets that tho cwtar vo .a '.: r ~ t

increasing wave numbers This ~e t

Generally, more analysis is needed to~ rep-ae *n tr me rr'~*. ce '

especially for this specific appl catio.- tl--ge Pita.ai -"r

coordinate system.

Antonia , Satyaprakash . and H-'itsaii' *;cP'! -'0 re *j' c - 1,T~r

Tennekes (1977), and Townsend to measure f :s- *cjap 1--c 'nce4 t''nF

equation:
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C - Au' 3 /L (15)

More generally e - Aq3/ 2/L, (15a)

where
+v + w),

2 2 21/2
x y z

and
A - adjustable constant of 0(1).

Antonia, et al. obtained the scale Lo from the jet width, but for non-similar

flows the integral scales apply as follows:

- CO -2 2 1/2
L - j u(t)u(t+r) dr, where U = ((6 + U,2)6)x 2 c (6

U 0

In practice an upper limit of o is impractical, so the point of zero crossing

must be used.

The basis for the method of Equations 15a and 16 is as follows:

1. Energy cascade from large to small eddies exists.

2. Local equilibrium exists between turbulence production (at the large,

measurable scales) and dissipation .(at the small, unmeasurable scales).

3. Local isotropy of small scales exists even through large scales are very

anisotropic.

Antonia, Satyaprakash, and Hussain made measurements of u2 and Lx in round

and plane jets, then computed e using Equations 15 and 16. They found that A

should be approximately 1.0 for both a round jet and for a plane jet.
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EXPERIMENTAL WORK

The apparatus used in this work consisted of a± strxr-d1 T~z., 11' C

laser-Doppler velocimeter with computer data acquisition A ~Lt~~~A!

of the stirred tank is shown in Figure 1. The Lanik w~t ' 1

and 27 cm high. The top surface of the fluid, which -I v-stri

4 baffles were 2.7 cmn wide. The 6-bladed disk turbH?1 -1 I,'

design, of diameter approximately equal to one-third tl,

shaft ran the full length of the tank and the impe Is-.: (!,.

tank bottom. Measurements were made at a 45*C anglv to 0t- 1,a!!2c

The laser-Doppler velocimeter used was a standard on( dflt- l

DISA with coaxial optics operating in the dual-beam ''' .T~

velocimeter was used to measure velocities in all threc4

portions of the tank. The highest density of meantiremoni NCI- l.4 I e:. 1'

impeller tip where the radial jet was formed. Co r r (.c t i 0ns w r tc n1- ', 1~

periodic non-turbulent velocity pulsations produced by theT;04i I&>' AC 7I'c

turbulence intensity near the blade tips was reduced by aihol;* 4(

correction diminished rapidly away from the impeller. Traci'Ir rt" >' w~tr

6 micron polystyrene spheres.

* ~~~The length scales were measured by integrating aioor~

multiplying by average velocity, as in Equation 16 Onlsv 'r!,,.17 ''

measurements in different directions were noticed, circe p l~-c ~c

*locations was not strongly anisotropic. Measurements rcprlrted ber w-r "'" ".

at 200 rpm which corresponds to an impeller Reynolds nurnher(Nt' 'I
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m. s 4't ,. '"~ 4 " t V .. ='' 2, -b :- .. lC2 C : ' 2.3 'C -au oco - "l~ " iLr- V. r dI, a

z ,111;

rhu, 1v a L .1.~ -. n *: 1,r~ -, a of L ay e ot

-i-'. r' t' ra'&v - rreC4a oroat.(" -1t twdfern

rtl. n; , to h jmpet1.r -hese locations nd ai others used fcr

Mregutrm.nt-q rp'-rP,1, ?'Orp -irp s"--d" In FIFT;ra 8 'The ",xnct numerical methods

for- h~n a t 'i,- -*'- to "h, ionF time por inns ot the autocorrelations

will he descrii tn tin Fh 7, the.is of Wu (1986) and a later publication. It

should hP noticed that r cr)rect ,on i lir'e (60 to 75% on q) near the

impell-r rip atd bac)me; n-gligible (see Figure a) further away. Also at the

diqk plane Figre 2) the periodic part of the autocorrelation function

conqists of only the fundamental frequency (6N). but near the blade edges
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(Figure 3) at least two frequencies (6N and 12N) are evident. Both these

frequencies were fit to the autocorrelation function to correct it.

Figures 5-7 show energy spectra obtained from Fourier transformations of

the first three autocorrelations (r/R - 1.07, z/R = 0; r/R - 1.07, z/R = 0.22;

r/R = 1.66, z/R = 0) for both uncorrected and corrected cases. The remarkable

result is how nearly free the corrected spectra are of periodic contributions

(peaks). The spectrum for (r/R - 1.07, z/R - 0.22) has a slight remaining

hump, but that may be because a second harmonic (18N) is evident which was not

corrected for.

VELOCITY, TURBULENCE AND DISSIPATION RESULTS

In order to meet the objective of measuring E at various locations in the

stirred vessel, it was necessary to have accurate measurements of velocity and

turbulence at each point. Part of the data obtained is reported here in order

to indicate magnitudes of these values. More details are given in the thesis

by Wu and will be reported in a later publication.

locations of measurements are shown in Figure 8. They are concentrated in

the region of the radial impeller stream, since it was found that very little

energy dissipation occurs zutside this region. This is in contrast to findings

by GUnkel and Weber (1975) and by Rao and Brodkey (1972), but in agreement with

findings by Cutter (1966) and Laufhiltte and Mersmann (1985). It is also

qualitatively in agreement with observations that most mixing seems to take

* place in the impeller stream (see Patterson, 1981).

The mean radial velocity component at 200 rpm and various radial distances.

is shown in Figures 9-13. The influence of the free top surface is seen in the

tendency for Lhe velocity peak to move upward as the wall is approached.

57-12
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Fiv t.res 14-18 show the values of the root-mean-square radial fluctuat i',e

AN v( icity component (u') at the same radial locations as before. Approxima t-1v

the same trend is observed as the wall is approached. Of particular ntt-,-

the degree of correction for periodic fluctuation near the impeller (r/R - 1 0

and 1.29) and the final double peaked shape of the curves. The Spread ( l fl-

peaks are much narrower than the impeller blades as shown, but must b d-

to the trailing vortex pattern behind each blade edge. The correc t i., ., -

double peaks both become negligible at r/R = 1.50 (r-70 cm), wliic i.

from the blade tip.

The profiles of e shown here were calculated with the approxim.,,.on

follows:
I

3 -2 2
= Au' /(r U + )

r r r
-2 2

w hr r=1/U U 2 + u' , A = 1.P&N where =L/c
r C c

This was justified by the observation that little difference ei!,tsId hpt'wrrT

the values of turbulence intensity in the three directions, so tht.e 4eff!- I

the other components (u and u') would be small.

Figures 19-23 show the profiles of e at various distances from thbr

impeller tip. Of particular significance is that the avai e ei v

zero at the impeller stream edges. This condition holds throrighonu t%.e

remainder of the tank. Also of note is the non-symmetry of the erulb'e ':-,

This again seems to be a result of the influence of the free s-rfacr -f'h

liquid. Various measurements show these peaks to be reproducible

The values of Ur, U', and c are shown normaliz~d as Ur/NP, 'n'". aIO

S /N3D 2 since these vales maintain reasonable similaritv for var-omj
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CONCLUSION

The methods used seem to provide a valid way to quickly measure values of

4E. The rather close correspondence between constants (A) for the impeller

stream and for jet measurements lends confidence in its use.
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S NOMENCLATURE

c fluctuating concentration, C-C

D impeller diameter

D molecular diffusivity

f(r) autocorrelation function

El(n) one-dimensional energy spectrum function

k turbulence energy (- q)

Ls  macroscale of segregation

'Lx  integral velocity scale

N impeller rotation rate

NSc Schmidt number (v/D)

q turbulence energy (- k)

r radial distance from impeller shaft

R impeller radius

T tank diameter

U,V,W velocity in x,y,z directions

u,v,w velocity fluctuations

Uruguz fluctuating velocities in radial, tangential, and axial (shaft)
directions

UrUqUz velocities

z axial distance from impeller disk

Z tank height

e turbulence energy dissipation rate

* p viscosity

rtime delay
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Figure 1. Schematic drawing of stirred tank.
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Figure 8. Locations of measurement points in and near
the impeller stream.
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Figure 10. Mean radial velocity profile at rIR =1.29,

N =200 rpm.
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Figure 11. Mean radial velocity profile at r/R =1.50,

N 200 rpm.
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